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Abstract. In this work, we study the non-existence of a solution to an eigenvalue problem for the
Gross–Pitaevskii equation for Bose–Einstein condensation with repulsive interaction and a trapping
potential given as Borel regular measure which vanishes at infinity in some sense. By differential
equation approach, we obtain various results on the nonexistence of the eigenvalue problem. Some
celebrated Hardy type inequalities are obtained.
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რეზიუმე. ნაშრომში შესწავლილია გროს-პიტაევსკის განტოლებისთვის საკუთრივი მნიშვნელო-
ბის ამოცანის ამონახსნის არარსებობა ბოზე-აინშტაინის კონდენსაციისთვის განზიდვის ურთი-
ერთქმედებით და დამჭერი პოტენციალით, რომელიც მოცემულია როგორც გარკვეული აზრით
უსასრულობაში ქრობადი ბორელის რეგულარული ზომა. დიფერენციალური განტოლებების
მეთოდის გამოყენებით, მიღებულია სხვადასხვა შედეგი საკუთრივი მნიშვნელობის ამოცანის
ამონახსნის არარსებობასთან დაკავშირებით. მიღებულია ჰარდის ტიპის რამდენიმე ცნობილი
უტოლობა.
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1 Introduction
One of the most promising discoveries of the 20th century physics of matter is the Bose–Einstein
condensation (BEC) phenomenon: at a very low temperature, close to the absolute zero, the de-
Broglie wavelength of the bosons increases to the size comparable to the inter-particle spacing, so
that the bosons behave coherently, occupy the same quantum state and form a condensate. The first
mathematical model of BEC is of 1924, due to S. N. Bose [3] and A. Einstein [9]. However, the first
experimental observation of the phenomenon appeared as late as 1995 by three separate experiments:
due to M. H. Anderson et al. [1] on vapour of rubidium, K. B. Davis et al. [6] on vapour of sodium
and C. C. Bradley et al. [4] on vapour of lithium (see [27] for a detailed history).

The GPE model, introduced by E. P. Gross [15] and L. P. Pitaevskii [26], describes an ultra cold
dilute bosonic gases confined in an external trap, so that only binary interaction is important. The
model was ultimately justified by E. H. Lieb [18,19] and H. T. Yau et al. [10]. In describing the model,
we follow W. Bao [2].

We study this phenomenon using the GPE model. In Section 2, we have some results on Sobolev
spaces, auxiliary for the further works. Some approximation results might be of interest to specialist.
In Section 3, we consider Borel regular measures. In Section 4, we construct the energy space using
the methods of Dirichlet forms (see, e.g., [11] and [12]). In Section 5, Hardy type inequalities are
considered, where we obtain the celebrated Sobolevskii inequality (see Corollary 5.4) and Poincaré
inequality (see Corollary 5.3) as corollaries. In Section 6, we show that the energy space D (see
Definition 4.1) is isometrically isomorphic to a weighted Sobolev space. This isometrical isomorphism
is a key tool in the killing potential technique (see Section 7).

Throughout this work, by solution we mean a weak solution unless otherwise stated, and dV refers
to a measure (dV = V dx if V ∈ L1

loc). For brevity, we will omit the entire space RN when writing, so
instead of W 1,2(RN ) we will write W 1,2.

2 On Sobolev space
This section contains a toolbox related to Sobolev spaces and other auxiliary materials for the further
works. In this section, Ω ⊂ RN is an open set unless otherwise stated.

2.1 A Sobolev space and its maps. Set capacity
Definition 2.1 (Cf. [28]) (Sobolev space). Let Ω ⊂ RN be an open set, ρ ∈ L1

loc(Ω), ρ > 0 a.e. For
k = 1, 2, . . . , we define the Sobolev space W k,2

0 (Ω, ρ dx) as a completion of C∞
c (Ω) in the following

norm:

∥f∥Wk,2(ρ dx) =
( ∑

|α|≤k

∥Dαf∥2L2(ρ dx)

) 1
2

.

Note that in general this completion is not a functional space, since it may contain the zero
‘function’ with non-zero derivative. This is known as the closability problem (see, e.g., [11, Section 1.3
and 3.1] for a discussion of the case k = 1). In this work, we mostly consider the case ρ ≡ 1 (no
weight), in such a case we suppress the measure when referring to a space. In Section 7, we have
to consider ρ = w2 with w ∈ W 1,2

loc (Ω), w > 0 a.e. For this case, [11, Theorem 3.1.3] shows that
W 1,2

0 (Ω, ρ dx) is a well defined functional space. Later on, we consider only these two cases.

Lemma 2.1. Let Ω ⊂ RN be an open set. There exists K > 0 such that for all ϕ ∈ Lip(Ω) and
w ∈ W 1,2

0 (Ω, ρ dx), one has
∥ϕw∥W 1,2 ≤ K∥ϕ∥Lip∥w∥W 1,2 .

Proof.

∥ϕw∥2W 1,2 ≤ ∥ϕ∥2L∞∥w∥2L2 +
(
∥ϕ∥2L∞ + ∥∇ϕ∥2L∞

)
∥w∥2W 1,2 ≤ 2

(
∥ϕ∥2L∞ + ∥∇ϕ∥2L∞

)
∥w∥2W 1,2 .
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Proposition 2.1. Let (X, (ρα)) be a gauge space (see [7, IX.10]), where (ρα) is a separating family
of pseudometrics on X. Assume that a compact sequence xn has a unique limit point x, that is, every
subsequence xk contains a sub-subsequence xj such that xj → x as j → ∞. Then

xn → x as n → ∞.

Proof. Assume to the contrary that xn ↛ x. That is, there exists a pseudometric ρα such that
lim sup
n→∞

ρα(xn, x) > 0. Then there exist σ > 0 and a subsequence xk such that ρα(xk, x) ≥ σ for
all xk. However, xk contains a sub-subsequence xj → x as j → ∞. Contradiction to assumption
ρα(xj , x) ≥ σ > 0.

Theorem 2.1. Let Ω ⊂ RN be an open set, and let M > 0,

RM (t) =

{
t, |t| ≤ M,

0, |t| > M.

Let un → u as n → ∞ in W 1,2
0 (Ω, ρ dx) with w > 0, w ∈ W 1,2

loc (Ω). Then

RM (un) → RM (u) in W 1,2
0 (ρ dx) as n → ∞.

Proof. Recall that we are proving that RM is a continuous mapping on the space W 1,2
0 (ρ dx) and that

un → u in W 1,2
0 (ρ dx) as n → ∞.

Since RM is a contraction,
|RM (un)−RM (u)| ≤ |un − u|.

So, RM (un) → RM (u) in L2(ρ dx). Next,

∇RM (un)−∇RM (u) = ∇un 1{|un|≤M} −∇u1{|u|≤M}

= (∇un −∇u)1{|un|≤M} +∇u(1{|un|≤M} − 1{|u|≤M}).

Thus ∣∣∇RM (un)−∇RM (u)
∣∣ ≤ |∇un −∇u|+ |∇u|1En ,

where
En =

{
|u| ≤ M < |un|

}
∪
{
|un| ≤ M < |u|

}
.

Hence

lim sup
n→∞

∥RM (un)−RM (u)∥W 1,2 ≤ lim sup
n→∞

∥∇u1En∥L2 ≡ lim sup
n→∞

(µ(En))
1
2 ≤

(
µ
(

lim sup
n→∞

En

)) 1
2

,

where dµ = |∇u|2ρ dx. Now, observe that

lim sup
n→∞

En ⊆
{
|u| ≤ M ≤ lim sup

n→∞
|un|

}
∪
{

lim inf
n→∞

|un| ≤ M < |u|
}
.

Hence, if uk is a subsequence such that uk → u a.e., then

lim sup
n→∞

µ(Ek) ≤ µ
(
{|u| = M}

)
= 0.

since ∥∥∇u1{|u|=M}
∥∥
L2 = 0.

Hence, for every subsequence un, we can subtract a sub-subsequence uk such that

RM (uk) → RM (u) in W 1,2
0 (w2 dx) as k → ∞.

Hence the assertion follows by Proposition 2.1.
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Corollary 2.1. For every u ∈ W 1,2
0 (Ω, ρ dx), there exists a sequence θn ∈ Lipc(Ω) such that 0≤θn≤ 1,

∥θn∥W 1,2 → 0 as n → ∞, (2.1)
u(1− θn) ∈ C0(Ω).

Proof. Due to [11, Theorem 2.1.3] (the Lusin type theorem), for n = 1, 2, 3, . . . , there exists a growing
sequence Fn of closed sets F1 ⊂ F2 ⊂ · · · ⊂ Ω such that cap1(Ω\Fn) → 0 as n → ∞. Let θn ∈ Lipc(Ω),
0 ≤ θn ≤ 1, θn = 1 on Ω \ Fn, be such that

cap1(Ω \ Fn) + 2−n > ∥θn∥2W 1,2 ≥ cap1(Ω \ Fn).

Then (2.1) follows. Since (1− θn) = 0 on Ω \ Fn, one has u(1− θn) ∈ C0(Ω), by [11, Theorem 2.1.3]
(the Lusin type theorem). For the definition of capacity, see, e.g., [23, Section 2.2.1]) and [20, Theo-
rem 11.16].

2.2 Approximation in Sobolev spaces
The next proposition shows that bounded functions are dense in W 1,2

0 (ρ dx) ∩ Lq(ρβ dx).

Proposition 2.2. Let q > 1, β > 0 and let u ∈ W 1,2
0 (ρ dx) ∩ Lq(ρβ dx). Then

RM (u) → u as M → ∞ in W 1,2
0 (ρ dx) ∩ Lq(ρβ dx),

where RM (u) is as in Theorem 2.1.

Proof. For M > 0, uM = RM (u). Then

|u− uM | = (|u| −M)1{|u|>M} ≤ |u|1{|u|>M} −→ 0 as M → ∞

in L2(ρ dx) ∩ Lq(ρβ dx) by the Lebesgue dominated convergence theorem (LDCT).
Since ∇uM = ∇u1{|u|≤M}, we have

|∇u−∇uM | = |∇u|1{|u|>M} −→ 0 as M → ∞

in L2(ρ dx) by the LDCT.

Proposition 2.3. Bounded continuous functions are dense in W 1,2
0 (Ω, ρ dx) ∩ Lq(Ω, ρβ dx).

Proof. By Proposition 2.2, it suffices to consider u ∈ W 1,2
0 (ρ dx) ∩ Lq(ρβ dx) ∩ L∞. Let a sequence

θn ∈ Lipc(Ω) be as in Corollary 2.1. Then u(1− θn) ∈ C0(Ω). Now,

|u− u(1− θn)| = |u|θn,∣∣∇u−∇(u(1− θn))
∣∣ = |∇(uθn)| ≤ θn|∇u|+ |u| |∇θn| ≤ θn|∇u|+ ∥u∥L∞ |∇θn|.

In its turn, |u|θn → 0 in L2(ρ dx) ∩ Lq(ρβ dx) and |∇u|θn → 0 in L2(ρ dx) as n → ∞ by LDCT and
(2.1).

Finally, |∇θn| → 0 in L2(ρ dx) as n → ∞ by (2.1).

Proposition 2.4. Lipc(Ω) is dense in W 1,2
0 (ρ dx) ∩ Lq(ρβ dx), that is, for every u ∈ W 1,2

0 (ρ dx) ∩
Lq(ρβ dx), there exists a sequence ϕ̃j ∈ Lipc(Ω) such that

ϕ̃j → u in W 1,2
0 (ρ dx) ∩ Lq(ρβ dx) as j → ∞.

Moreover,
supp(ϕ̃j) ⊆ supp(u).

Proof. Let u ∈ C0 ∩W 1,2
0 (ρ dx) ∩ Lq(ρβ dx).
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1. For n = 1, 2, . . . , denote ξn(x) as

ξn(x) =


1, |u| ≥ 1

n
,(

2n|u|(x)− 1
)
+
,

1

2n
≤ |u| ≤ 1

n
,

0, |u| ≤ 1

2n
.

Then
1{|u|> 1

2n} ≥ ξn ≥ 1{|u|> 1
n}, ∇ξn = 1{ 1

n>|u|> 1
2n}2n∇|u|.

Hence
|∇ξn| = 2n1{ 1

n>|u|> 1
2n}|∇u|.

Since ξn → 1{|u|>0} pointwise as n → ∞, it follows that uξn → u in L2(ρ dx)∩Lq(ρβ dx) by the
LDCT. In its turn,

|∇(uξn)−∇u| =
∣∣ξn∇u+ u∇ξn −∇u

∣∣ ≤ |ξn − 1| |∇u|+ |u| |∇ξn|
= |ξn − 1| |∇u|+ 2n1{ 1

n>|u|> 1
2n}|u| |∇u| −→ 0 in L2(ρ dx) as n → ∞

by the LDCT, since

1{ 1
2n<|u|< 1

n} ≤ 2n|u|1{ 1
2n<|u|< 1

n} ≤ 21{ 1
2n<|u|< 1

n},

So, uξn → u in W 1,2
0 (ρ dx) ∩ Lq(ρβ dx) as n → ∞.

2. Denote Fn = {|u| ≥ 1
2n}, Gn = {|u| > 1

3n}. Observe that Fn is closed, Gn is open and that
supp(uξn) ⊂ Fn. Let

ηn(x) =
dist(x,Gc

n)

dist(x,Gc
n) + dist(x, Fn)

.

Then ηn ∈ Lipc(Ω), 1Gn
≥ ηn ≥ 1Fn

. Denote M = ∥u∥L∞ and let ϕnj ∈ Lipc(Ω) be such that
ϕnj → uξn in W 1,2

0 (ρ dx) as j → ∞ for all n = 1, 2, . . . . Let ϕ̂nj = RM (ϕnj) and ϕ̃nj = ηnϕ̂nj .
Observe that ϕ̃nj → uξn in W 1,2

0 (ρ dx) as j → ∞ by Lemma 2.1 and Theorem 2.1. Now,
we prove that ϕ̃nj → uξn in Lq(ρβ dx) as j → ∞. Indeed, for every n = 1, 2, . . . and every
subsequence of sequence ϕ̃nj , we can find a sub-subsequence ϕ̃nk such that ϕ̃nk → uξn a.e. as
k → ∞. Note that

|ϕ̃nk| ≤ M 1Gn , ∀n, k = 1, 2, 3, . . . ,

which implies that supp(ϕ̃j) ⊆ supp(u) and 1Gn
∈ Lq(ρβ dx) by Markov–Chebyshev inequality.

Hence
ϕ̃nk → uξn in Lq(ρβ dx) as k → ∞, ∀n = 1, 2, . . . ,

by the LDCT. Then for every n = 1, 2, . . . , ϕ̃nj is compact in Lq(ρβ dx) with the only limit point
uξn. Hence ϕ̃nj → uξn in Lq(ρβ dx) as j → ∞ by Proposition 2.1. Summarizing

ϕ̃nj → uξn in W 1,2
0 (ρ dx) ∩ Lq(ρβ dx) as j → ∞, ∀n = 1, 2, . . . ,

uξn → u in W 1,2
0 (ρ dx) ∩ Lq(ρβ dx) as n → ∞,

so the assertion follows.

Lemma 2.2 (Caccioppoli type identity). Let u ∈ W 1,1
loc , ξ ∈ Liploc. Then

∇u · ∇(uξ2) = |∇(uξ)|2 − |u|2|∇ξ|2.
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Proof. Since u, ξ, ξ2 ∈ W 1,1
loc , uξ, uξ2 ∈ L1

loc and ξ∇u + u∇ξ ∈ L1
loc, ξ2∇u + 2uξ∇ξ ∈ L1

loc, it follows
that uξ, uξ2 ∈ W 1,1

loc and the product rule applies:

∇u · ∇(uξ2) = ξ∇u · ∇(uξ) + uξ∇u · ∇ξ

= ∇(uξ) · ∇(uξ)− u∇ξ · ∇(uξ) + u∇(uξ) · ∇ξ − u2∇ξ · ∇ξ

= |∇(uξ)|2 − |u|2|∇ξ|2.

Proposition 2.5. Let Ω ⊂ RN be an open set and u ∈ W 1,2
loc (Ω). Assume that there exist a sequence

ξn ∈ Lipc(Ω) and M > 0 such that ξn → 1 a.e. and ∥uξn∥L2 ≤ M , ∥∇(uξn)∥L2 ≤ M . Then

u ∈ W 1,2
0 (Ω) and uξn

w−−→ u in W 1,2
0 (Ω) as n → ∞.

Proof. It follows from the assumption that the sequence (uξn) is weakly compact in W 1,2
0 (Ω), by [14,

Theorem 5.12]. Let w be a weak limit point of this sequence. Then there exists a sub-sequence
ξk such that uξk

w−−→ w as k → ∞ in W 1,2
0 (Ω). Since W 1,2

0 (Ω) is compactly embedded in L2
loc(Ω)

(see [14, Theorem 7.22] (Rellich–Kondrachov Theorem)), it follows that uξk
s−→ w as k → ∞ in

L2
loc(Ω). Hence there exists a sub-subsequence ξj such that

lim
j→∞

uξj
w−−→ w in W 1,2

0 (Ω), lim
j→∞

uξj
s−→ w in L2

loc(Ω).

By [8, III. 6, Corollary 3],
lim
j→∞

uξj
a.e.−−→ w in Ω.

However, ξj
a.e.−−→ 1. Hence uξj

a.e.−−→ u as j → ∞ in Ω. So, u = w, a.e. and hence u ∈ W 1,2
0 (Ω) is the

only weak limit point of the sequence. Then, by Proposition 2.1,

lim
n→∞

uξn
w−−→ u in W 1,2

0 (Ω).

3 Regularity of weak solution to elliptic PDE and regular,
singular sets for a measure

At the beginning of this section we recall one important theorem (local elliptic regularity theorem),
the rest will be devoted to the Borel regular measures. For the definition of weak solution, we
follow [14, Section 8.3].

Theorem 3.1 (Cf. [14, Theorem 8.8], local elliptic regularity theorem). Let Ω ⊂ RN be an open set.
Let A : Ω → RN×N and B1 : Ω → RN be locally Lipschitz continuous functions in Ω, A > 0. Let
B2, C ∈ L∞

loc(Ω), f ∈ L2
loc(Ω) and let u ∈ W 1,2

loc (Ω) be a (local) weak solution to the equation

− div(A∇u+B1u) +B2∇u+ Cu = f.

Then u ∈ W 2,2
loc (Ω).

Lemma 3.1. Given an open set Ω ⊆ RN for a Borel regular measure V ≥ 0 on Ω, the regular set of
points with respect to measure V (Reg(V )) is open set and the singular set of points with respect to
measure V (Sing(V )) is closed.

Proof. Let x0 ∈ Reg(V ), r > 0, be such that V (Br(x0)) < ∞. For every x ∈ Br(x0), let s < r−|x−x0|
(note that r − |x− x0| > 0). Then

Bs(x) ⊂ Br(x0) =⇒ V (Bs(x)) < V (Br(x0)) < ∞ ∀x ∈ Reg(V ).

Now, note that Sing(V ) = Ω \ Reg(V ). So, Sing(V ) is closed.
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Lemma 3.2. Let Ω ⊆ RN be an open set, V ≥ 0 be a Borel regular measure on Ω, and u ∈ C(Ω) be
such that ∫

Ω

|u| dV < ∞.

Then for all σ > 0,
{|u| > σ} ∩ sing(V ) = ∅,

or, equivalently, u = 0 on Sing(V ).

Proof. Assume that there exists x ∈ {|u| > σ} ∩ sing(V ). Since u is continuous, {|u| > σ} is an open
set, so there exists r > 0 such that Br(x) ⊂ {|u| > σ}. Then∫

Ω

|u| dV ≥
∫

Br(x)

σ dV = σV (Br(x)) = ∞,

since x ∈ sing(V ). Since {|u| > σ} ∩ Sing(V ) = ∅ for all σ > 0, it follows that

|u|(x) ≤ σ, ∀x ∈ Sing(V ), ∀σ > 0.

So,
0 ≤ |u|(x) ≤ inf

σ>0
σ = 0.

Corollary 3.1. Let G ⊆ Ω be an open set. Assume that V 1G ∈ D′(G). Then G ∩ Sing(V ) = ∅.

Recall that D′(Ω) is the dual space of D(Ω), where D(Ω) denotes C∞
c (Ω) with the topology of

uniform convergence of all derivatives on compact subsets of Ω (i.e. the space of test functions).

Proof of Corollary 3.1. Consider x0 ∈ G ∩ Sing(V ). Then there exists ϕ ∈ D(G), ϕ ≥ 0, ϕ(x0) = 1.
Since V 1G ∈ D′(G),

(V 1G)(ϕ) =

∫
G

ϕdV < ∞.

Hence, by Lemma 3.2, ϕ = 0 on Sing(V ). This contradicts the fact that ϕ(x0) = 1.

Theorem 3.2. Let G ⊆ Ω ⊆ RN be an open set such that V 1G is a Radon measure on G. Then
G ⊂ Reg (V ). Moreover, V 1Reg(V ) is a Radon measure on Reg (V ).

Proof. Recall that Reg(V ) is open by Lemma 3.1. If V 1G is a Radon measure on G, then V 1G ∈
D′(G).

By Corollary 3.1, it follows that G ∩ Sing(V ) = ∅. Hence G ⊆ Reg(V ) as follows:

G ∩ Reg(V ) = G ∩ (Ω \ Sing(V )) = (G ∩ Ω) \ (G ∩ Sing(V )) = G \∅ = G,

that is, G ⊆ Reg(V ). Now, we prove the second assertion. Let K ⊂ Reg(V ) be a compact. For every
x ∈ K, let rx > 0 be such that V (Brx(x)) < ∞. Then the collection {Brx(x)}x∈K is an open covering
of K. Hence there are finitely many x1, x2, . . . , xM such that

K ⊆
M⋃

m=1

Brxm
(xm).

So,

V (K) ≤
M∑

m=1

V (Brxm
(xm)) < ∞.
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4 Energy space
One of our fundamental tools in this work is the construction of an energy space which is carried our
in this section.

Definition 4.1. Let Ω ⊆ RN be an open set, V ≥ 0 be a Borel regular measure on Ω.

(1) We define a Hilbert space D̂(Ω) = D̂(Ω, V ) as a completion of the set

D̃(Ω) =

{
ϕ ∈ Lipc(Ω) :

∫
Ω

ϕ2 dV < ∞
}

= Lipc(Ω) ∩ L2(Ω, dV )

in the norm ∥ · ∥D,

∥ϕ∥2D = ∥ϕ∥2W 1,2 +

∫
ϕ2 dV.

(2) Let J denote an extension to D̂(Ω) of the identity operator

id : D̃(Ω) ⊂ D̂(Ω) → W 1,2
0 (Ω).

So, J : D̂(Ω) → W 1,2
0 (Ω).

Note that J is a contraction, since ∥ϕ∥W 1,2 ≤ ∥ϕ∥D for all ϕ ∈ D̃.

(3) In general, Ker(J) ̸= {0} is a closed subspace in the Hilbert space D̂(Ω). Then

D(Ω) := D̂(Ω)⊖ Ker(J) ≡ (Ker(J))⊥.

Proposition 4.1. Let Ω ⊂ RN be an open set, V be a Borel regular measure on Ω. Then:

(1) D̃(Ω) = D̃(Reg(V )) = Lipc(Reg(V )).

(2) D̂(Ω) = D̂(Reg(V )).

(3) D(Ω) = D(Reg(V )).

Proof. It follows from Lemma 3.2 that every ϕ ∈ D̃(Ω) satisfies ϕ ≡ 0 on Sing(V ). Hence

D̃(Ω) = D̃(Reg(V )).

Now observe that, by Theorem 3.2, V 1Reg(V ) is a Radon measure on Reg(V ). Hence

Lipc(Reg(V )) ⊂ L2(Reg(V ), dV ).

So,
D̃(Reg(V )) = Lipc(Reg(V )).

Assertions (2) and (3) follow from the first assertion.

Theorem 4.1 (See [11, Theorem 2.2.4] and [12, Lemma 2.1]). Let G ⊂ RN be an open set, V be
a Radon measure on G. Then there exist a Borel set R ⊂ G, cap1(R, G) = 0, and an increasing
sequence Kn of compacts K1 ⊂ K2 ⊂ · · · ⊂ G such that

(1) V
(
G \

(
R∪

∞⋃
n=1

Kn

))
= 0.

(2) cap1(K \Kn) → 0 as n → ∞ for all compact K ⊂ G.
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(3) For every n = 1, 2, 3, . . . , there exists Cn > 0 such that∫
Kn\R

|ϕ| dV ≤ Cn∥ϕ∥W 1,2(G), ∀ϕ ∈ Lipc(G).

Definition 4.2.

(1) Let Ω ⊂ RN be an open set. A Radon measure µ on Ω is called smooth if it charges no set of
zero capacity, that is, for every Borel set E ⊂ Ω,

µ(E) = 0 whenever cap1(E,Ω) = 0.

(2) For a Borel regular measure V on Ω, define Vs as Vs = V 1Reg(V )\R, where R is as in Theorem 4.1.
It follows from Theorem 4.1 (3) that Vs is a smooth measure. Vs is called the smooth part of
measure V .

Theorem 4.2. Let Ω ⊂ RN be an open set, V be a Borel regular measure on RN . Let J be as in
Definition 4.1, and let R be as in Theorem 4.1 with Ω = Reg(V ). Then

Ker(J) = L2(R, dV ) ≡
{
u ∈ L2(Reg(V ), dV ) : u = 0 on Reg(V ) \ R, V -a.e.

}
.

Proof. Since cap1(R,Ω) = 0, it follows that L2(R, dV ) ⊆ Ker(J). Hence we are left to prove that

Ker(J) ⊆ L2(R, dV ).

Let u ∈ Ker(J), u ̸= 0. Note that D̃(Ω, V ) = Lipc(Ω), since V is Radon measure. Then there
exists ϕj ∈ Lipc(Reg(V )) such that

ϕj
s−→ 0 in W 1,2

0 (Reg(V )) as j → ∞

and
ϕj

s−→ u in L2(Reg(V ), dV ) as j → ∞.

For n = 1, 2, 3, . . . ,
ϕj

s−→ u in L2(Kn \ R, dV ) as j → ∞,

since Kn \ R ⊂ Reg(V ). Then, by Theorem 4.1 (3),∫
Kn\R

ϕj dV ≤ Cn∥ϕj∥W 1,2 → 0 as j → ∞.

So, u = 0 on Kn \ R, V -a.e. for every n = 1, 2, 3, . . . . Hence u = 0 on
∞⋃

n=1
Kn \ R, V -a.e. By

Theorem 4.1 (1),

V
(

Reg(V ) \
(
R∪

∞⋃
n=1

Kn

))
= 0.

We conclude that u = 0 on Reg(V ) \ R, V -a.e.

Corollary 4.1.
D(Ω) = W 1,2

0 (Reg(V )) ∩ L2(Reg(V ), dVs).

Moreover, if V (R) = 0, then D̂ = D.
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5 Hardy type inequality
This section demonstrates some recently developed Hardy type inequalities, as they will become an
important tool in the following sections.

Definition 5.1. Let Ω ⊆ RN be an open set, V be a (signed) Borel regular measure on Ω. By a
positive local weak solution w to the equation

−∆w + V w = 0 (5.1)

we consider a function w ∈ Dloc(Ω, |V |) such that w− = 0 in W 1,2
loc (Reg(|V |)) and L2

loc(Reg(V ), d|V |s),
and ∫

∇ξ∇w dx+

∫
ξw dV = 0, ∀ ξ ∈ Lipc(Reg(|V |)).

Proposition 5.1. Let w ∈ Dloc(Ω) be a positive solution of equation (5.1). Then the following
inequality for self-adjoint operators holds:

1

4

|∇w|2

w2
≤ −∆+

1

2
V.

That is, one has

1

4

∫
ϕ2 |∇w|2

w2
dx ≤

∫
|∇ϕ|2 dx+

1

2

∫
ϕ2 dV, ∀ϕ ∈ W 1,2

0 (Reg(|V |)) ∩ L2(Reg(|V |), d|V |s). (5.2)

Proof. Without loss of generality, we assume that Ω = Reg(|V |) and |V |1{Reg(V )} is a smooth measure
on Ω. It suffices to prove the assertion for ϕ ∈ Lipc(Ω)∩L2(Ω, d|V |). For ϵ > 0, let θ = θϵ =

ϕ√
w+ϵ

be
weak differentiable, so ϕ = θ

√
w + ϵ and

|∇ϕ|2 = (w + ϵ)|∇θ|2 + 1

2
∇θ2 · ∇w +

1

4

θ2

w + ϵ
|∇w|2. (5.3)

Now, we show that θ2 ∈ Dc(Ω). Hence it is a test function for (5.1),

θ2 =
ϕ2

w + ϵ
≤ 1

ϵ
ϕ2 ∈ L2(Ω, d|V |) ∩ L∞

c (Ω),

|∇θ2| =
∣∣∣2ϕ∇ϕ

w + ϵ
− ϕ2 ∇w

w + ϵ

∣∣∣ ≤ 1

ϵ

(
2|ϕ∇ϕ|+ ϕ2|∇w|

)
∈ L2

c(Ω).

Thus ∫
∇θ2∇w dx+

∫
θ2w dV = 0,

so ∫
1

2
∇θ2 · ∇w dx = −1

2

∫
θ2w dV.

It follows from integrating (5.3) that∫
|∇ϕ|2 dx =

∫
(w + ϵ)|∇θ|2 dx− 1

2

∫
wθ2 dV +

1

4

∫
θ2

w + ϵ
|∇w|2 dx. (5.4)

Note that
−1

2

∫
wθ2 dV =

1

2

∫
wθ2 dV− − 1

2

∫
wθ2 dV+ .

So, from (5.4) we have∫
|∇ϕ|2 dx+

1

2

∫
wθ2 dV+ =

∫
(w + ϵ)|∇θ|2 dx+

1

2

∫
wθ2 dV− +

1

4

∫
θ2

w + ϵ
|∇w|2 dx.
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Therefore, ∫
|∇ϕ|2 dx+

1

2

∫
wθ2 dV+ ≥ 1

2

∫
wθ2 dV− +

1

4

∫
θ2

w + ϵ
|∇w|2 dx.

Now, observe that
θ2w = ϕ2 w

w + ϵ
≤ ϕ2.

So,
1

2

∫
wθ2 dV+ ≤ 1

2

∫
ϕ2 dV+ .

On the other hand, θ2w = ϕ2 w
w+ϵ ↑ ϕ2 and

|∇w|2

w + ϵ
θ2 = ϕ2 |∇w|2

(w + ϵ)2
↑ ϕ2

∣∣∣∇w

w

∣∣∣2 as ϵ ↓ 0.

Hence, by the Beppo Levi Lemma, we have

1

2

∫
θ2w dV− +

1

4

∫
θ2

w + ϵ
|∇w|2 dx ↑ 1

2

∫
ϕ2 dV− +

1

4

∫
ϕ2

∣∣∣∇w

w

∣∣∣2 dx as ϵ ↓ 0.

Finally, ∫
|∇ϕ|2 dx+

1

2

∫
ϕ2 dV+ ≥ 1

2

∫
ϕ2 dV− +

1

4

∫
ϕ2

∣∣∣∇w

w

∣∣∣2 dx
which is equivalent to (5.2).

Corollary 5.1. Let Ω ⊂ RN be an open set.

(1) Let w ∈ W 1,2
loc (Ω) be such that w > 0 a.e. on Ω and ∆w ∈ L1

loc(Ω). Then∫
Ω

|∇ϕ|2 dx+ 1

2

∫
Ω

ϕ2 (∆w)+
w

dx ≥ 1

4

∫
Ω

ϕ2 |∇w|2

w2
dx+

1

2

∫
Ω

ϕ2 (∆w)−
w

dx, ∀ϕ ∈ Lipc(Ω). (5.5)

(2) Let u ∈ W 1,2
loc (Ω) be such that u > 0 a.e. on Ω and there exists λ > 0 such that −∆u = λu.

Then ∫
Ω

|∇ϕ|2 dx ≥ λ

∫
Ω

ϕ2 dx, ∀ϕ ∈ Lipc(Ω).

Proof.
(1) For all ϵ > 0, one has 1

w+ϵ ∈ L∞(Ω), since w > 0 a.e. Hence Vϵ =
∆w
w+ϵ ∈ L1

loc(Ω) and

−∆(w + ϵ) + Vϵ(w + ϵ) = 0.

So, it follows from Proposition 5.1 that∫
Ω

|∇ϕ|2 dx+
1

2

∫
Ω

ϕ2 ∆w

w + ϵ
dx ≥ 1

4

∫
Ω

ϕ2 |∇w|2

(w + ϵ)2
dx, ∀ϕ ∈ Lipc(Ω).

Hence∫
Ω

|∇ϕ|2 dx+
1

2

∫
Ω

ϕ2 (∆w)+
w + ϵ

dx ≥ 1

4

∫
Ω

ϕ2 |∇w|2

(w + ϵ)2
dx+

1

2

∫
Ω

ϕ2 (∆w)−
w + ϵ

dx, ∀ϕ ∈ Lipc(Ω).

Then (5.5) follows by the Beppo Levi monotone convergence theorem.

(2) Set first w = u. Then ∆w = −λu ∈ L1
loc(Ω) and (∆w)+ = 0, (∆w)−

w = λ. So, by (5.5),∫
Ω

|∇ϕ|2 dx ≥ 1

4

∫
Ω

ϕ2 |∇u|2

u2
dx+

λ

2

∫
Ω

ϕ2 dx, ∀ϕ ∈ Lipc(Ω).
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In particular, ∫
Ω

ϕ2 |∇u|2

u2
dx < ∞, ∀ϕ ∈ Lipc(Ω). (5.6)

Now, set w = u2. Then
∆w = 2u∆u+ 2|∇u|2 = −2λu2 + 2|∇u|2.

So ∆w ∈ L1
loc(Ω), since u ∈ W 1,2

loc (Ω). Hence (5.5) holds. Note that (∆w)+
w ≤ 2 |∇u|2

u2 . Hence, by (5.6),∫
Ω

ϕ2 (∆w)+
w

dx < ∞, ∀ϕ ∈ Lipc(Ω).

It follows from (5.5) that ϕ2 ∆w
w ∈ L1(Ω) for all ϕ ∈ Lipc(Ω) and∫

Ω

|∇ϕ|2 dx ≥
∫
Ω

ϕ2
(1
2

(−∆w)

w
+

1

4

|∇w|2

w2

)
dx, ∀ϕ ∈ Lipc(Ω).

Since
−1

2

∆w

w
+

1

4

|∇w|2

w2
= λ− |∇u|2

u2
+

|∇u|2

u2
= λ,

the assertion is follows.

Remark 5.1. Inequality (5.5) holds true if −∆w ≥ 0 is a positive Radon measure. The only change in
the proof is a demonstration that − ∆w

w+ϵ is a positive Radon measure for all ϵ > 0. This follows from
the following proposition and corollary with Ω and ρ as in Definition 2.1, W 1,2

0 = W 1,2
0 (Ω, ρ dx), E ⊂ Ω

is a Borel set, defining cap0(E,Ω) in the same way as cap1(E,Ω) is defined in, e.g., [23, Section 2.2.1])
and, e.g., [20, Theorem 11.16]) with the only difference being ∥∇θ∥2L2 instead of ∥θ∥2W 1,2 .

Proposition 5.2 (Cf. [11, Lemma 2.2.3]). Let w ∈ W 1,2(Ω), −∆w = µ ≥ 0. Then, for every compact
K ⊂ Ω

∥ϕ∥L1(dµ) ≤ ∥∇ϕ∥L2∥∇w∥L2 , ∀ϕ ∈ Lipc(Ω), (5.7)

and
µ(K) ≤

√
cap0(K,Ω) ∥∇w∥L2(Ω).

Proof. Let ϕ ∈ Lipc(Ω). Then

∥ϕ∥L1(dµ) =

∫
|ϕ| dµ =

∫
∇|ϕ| · ∇w dx ≤ ∥∇|ϕ|∥L2∥∇w∥L2 = ∥∇ϕ∥L2∥∇w∥L2 .

If in addition 0 ≤ ϕ ≤ 1 and ϕ = 1 on K, then

µ(K) ≤ ∥ϕ∥L1(dµ) ≤ ∥∇ϕ∥L2∥∇w∥L2(Ω).

The result follows by applying infimum over ϕ.

Corollary 5.2. Let w ∈ W 1,2(Ω), −∆w = µ ≥ 0. Then W 1,2
0 (Ω) continuously embedded in L1(Ω, dµ).

Proof. In addition to (5.7), it suffices to observe that Lipc(Ω) is dense in W 1,2
0 (Ω).

To obtain Poincaré inequality, we need the following proposition.

Proposition 5.3. Let N1, N2, . . . , Nd ∈ N and Ωk ⊂ RNk be a bounded domain. Let λk ≥ 0,
ϕk ∈ W 1,2

0 (Ωk) be the first eigenvalue and eigenfunction for the Dirichlet Laplacian on Ωk. Let

N =
d∑

k=1

Nk, Ω =
d∏

k=1

Ωk ⊂ RN . Then λ =
d∑

k=1

λk and ϕ(x) =
d∏

k=1

ϕk(xk) are the first eigenvalue and

the eigenfunction for the Dirichlet Laplacian on Ω.
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Proof. Let u ∈ W 1,2
0 (Ω). Then

∥∇u∥2L2 =

d∑
k=1

∥∇ku∥2L2 . (5.8)

For k = 1, 2, . . . , d, let Sk =
∏

m ̸=k

Ωm. For x ∈ Ω, we write x = (xk, x
′) with x′ ∈ Sk, xk ∈ Ωk,

∥∇ku∥2L2 =

∫
Sk

∫
Ωk

|∇ku|2(xk, x
′) dxk dx

′ ≥
∫
Sk

λk

∫
Ωk

|u|2(xk, x
′) dxk dx

′.

So,
λk∥u∥2L2 ≤ ∥∇ku∥2L2 , k = 1, 2, . . . , d.

Summing up, by (5.8), we get

( d∑
k=1

λk

)
∥u∥2L2 ≤

d∑
k=1

∥∇ku∥2L2 = ∥∇u∥2L2 .

Let ϕ =
d∏

k=1

ϕk(xk). Then ϕ ∈ W 1,2
0 (

d∏
k=1

Ωk) ≡ W 1,2
0 (Ω),

∥∇kϕ∥2L2 =

∫
Sk

∣∣∣ ∏
m ̸=k

ϕm(xm)
∣∣∣2 dx′

∫
Ωk

∣∣∇kϕk(xk)
∣∣2 dxk

=

∫
Sk

∣∣∣ ∏
m ̸=k

ϕm(xm)
∣∣∣2 dx′

∫
Ωk

λkϕ
2
k(xk) dxk = λk∥ϕ∥2L2 .

Thus

∥∇ϕ∥2L2 =

d∑
k=1

∥∇kϕ∥2L2 =
( d∑

k=1

λk

)
∥ϕ∥2L2 ≡ λ∥ϕ∥2L2 .

Finally,

min
{
∥∇u∥2L2

∥u∥2L2

: u ∈ W 1,2
0 (Ω), u ̸= 0

}
= λ

and u = ϕ is a minimiser. Hence the assertion follows.

Corollary 5.3.

(1) Let I ⊂ R be an interval. Then the Poincaré inequality∫
I

|ϕ′|2 ds ≥ π2

|I|2

∫
I

ϕ2 ds, ∀ϕ ∈ W 1,2
0 (I)

holds. Moreover, λI = π2

|I|2 is the first eigenvalue for the Dirichlet Laplacian on I with the
eigenfunction u(s) = sin(π s−inf I

|I| ) (Cf. [5, Section 8.1]).

(2) Let Q = I1 × I2 × · · · × IN . Then∫
Q

|∇ϕ|2 dx ≥ π2
( N∑

k=1

1

|Ik|2
)∫

Q

ϕ2 dx, ∀ϕ ∈ W 1,2
0 (Q).

Moreover, λQ = π2
( N∑
k=1

1
|Ik|2

)
is the first eigenvalue for the Dirichlet Laplacian on Q with the

eigenfunction u(s) =
N∏

k=1

sin(π xk−ak

|Ik| ) where ak = inf Ik.
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Proof. The first assertion follows from Corollary 5.1 (2). Proposition 5.3 implies the second asserti-
on.

Corollary 5.4. For I ⊂ R, the Sobolevskii inequality [22]∫
I

|ϕ′|2(x) dx ≥ 1

4
|I|2

∫
I

ϕ2 dx

(x− inf I)2(sup I − x)2
, ∀ϕ ∈ W 1,2

0 (I) (5.9)

holds. For Ik ⊂ R, k = 1, 2, . . . , N , Q =
N∏

k=1

Ik,

∫
Q

|∇ϕ|2(x) dx ≥ 1

4

∫
Q

N∑
k=1

|Ik|2ϕ2

(xk − inf Ik)2(sup Ik − xk)2
dx, ∀ϕ ∈ W 1,2

0 (Q).

Proof. First, let I = (0, 1). Let w(x) = x(1− x). Then

−w′′

2w
+

1

4

(w′

w

)2

=
1

x(1− x)
+

(1− 2x)2

4x2(1− x)2
=

1

4x2(1− x)2
.

So, by Corollary 5.1,
1∫

0

|ϕ′|2 ds ≥ 1

4

1∫
0

ϕ2

s2(1− s)2
ds.

Now, let I = (a, b), a < b,

b∫
a

|ϕ′|2 dx =
1

b− a

1∫
0

|ϕ′|2 ds ≥ 1

4

1

b− a

1∫
0

ϕ2

s2(1− s)2
ds

=
1

4

1

(b− a)2

b∫
a

(b− a)4ϕ2

(x− a)2(b− x)2
dx =

1

4
(b− a)2

b∫
a

ϕ2

(x− a)2(b− x)2
dx.

Next, for the cuboid Q, by (5.9), we have

∫
Q

|∇ϕ|2 dx =

N∑
k=1

∫
· · ·

∫
∏

m̸=k

Im

∫
Ik

∣∣∣ ∂ϕ
∂xk

∣∣∣2 dxk dx
k

≥
N∑

k=1

∫
· · ·

∫
∏

m̸=k

Im

1

4
|Ik|2

∫
Ik

ϕ2

(xk − inf Ik)2 − (sup Ik − xk)2
dxk dx

k

=
1

4

∫
Q

( N∑
k=1

|Ik|2ϕ2

(xk − inf Ik)2 − (sup Ik − xk)2

)
dx.

The following lemma is a particular case of the inequality proved in [21, Lemma A.1].

Lemma 5.1.∫
|∇θ|2r2α dx ≥ (N + 2α− 2)2

4

∫
θ2

r2
r2α dx, ∀ θ ∈ W 1,2(r2α dx), α > −N − 2

2
.
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Proof. First, let θ ∈ Lipc, ϕ = θrα, α > −N−2
2 , r = |x|. Then

|∇ϕ|2 = r2α|∇θ|2 + 2αr2α−2θ∇θ · x+ α2θ2r2α−2,∫
r2α|∇θ|2 dx =

∫
|∇ϕ|2 dx− 2α

∫
θ∇θ · (xr2α−2) dx− α2

∫
θ2

r2
r2α dx.

Note that, by the Hardy inequality,∫
|∇ϕ|2 dx ≥ (N − 2)2

4

∫
ϕ2

r2
dx =

(N − 2)2

4

∫
θ2

r2
r2α dx.

Now, since

− 2α

∫
θ∇θ · (xr2α−2) dx = −α

∫
∇θ2 · (xr2α−2) dx

= α

∫
θ2 div(xr2α−2) dx = α(N + 2α− 2)

∫
θ2r2α−2 dx = α(N + 2α− 2)

∫
θ2

r2
r2α dx

we have ∫
r2α|∇θ|2 dx ≥

( (N − 2)2

4
− α2 + α(N + 2α− 2)

)∫
θ2

r2
r2α dx.

So, we have demonstrated the assertion for θ ∈ Lipc. The general case follows by approximation.

6 Energy space isometry
Given an open set Ω ⊂ RN and a Borel regular measure V on Ω, in this section we construct an
isometrical isomorphism of the energy space D(Ω) (constructed in Section 4) with a weighted Sobolev
space on Reg(V ). So, without loss of generality, we assume that V is a smooth Radon measure on Ω,
so that D(Ω) = W 1,2

0 (Ω) ∩ L2(Ω, dV ) and D̃(Ω) = Lipc(Ω) (see Corollary 4.1 and Proposition 4.1).
Theorem 6.1. Let Ω ⊆ RN be an open set, V be a smooth Radon measure on Ω and let w be a positive
local solution to equation −∆w+V w = 0 in sense of Definition 5.1. Consider a multiplication operator
Sθ = wθ. Then

S : W 1,2
0 (Ω, w2 dx) → W 1,2

0 (Ω) ∩ L2(Ω, dV ) = D(Ω)

is an isometric bijection. In particular,

∥wθ∥2D ≡
∫

|∇(θw)|2 dx+

∫
θ2w2 dV =

∫
|∇θ|2w2 dx ≡ ∥∇θ∥L2(w2 dx) (6.1)

for all θ ∈ W 1,2
0 (Ω, w2 dx). We delegate the proof to several propositions.

Lemma 6.1. With w ∈ Dloc(Ω), equation (6.1) holds for θ ∈ Lipc(Ω).
Proof.∫

|∇(θw)|2 dx+

∫
θ2w2 dV =

∫ ∣∣θ∇w + w∇θ
∣∣2 dx+

∫
(θ2w)w dV

=

∫ (
θ2|∇w|2 + 2θw∇θ∇w + w2|∇θ|2

)
dx+

∫
(θ2w)w dV.

Note that

θ2|∇w|2 + 2θw∇θ∇w = (θ2∇w + 2θw∇θ) · ∇w = (θ2∇w + w∇θ2) · ∇w = ∇(θ2w) · ∇w.

So,∫
|∇(θw)|2 dx+

∫
θ2w2 dV

=

∫
w2|∇θ|2 dx+

∫
∇(θ2w) · ∇w dx+

∫
(θ2w)w dV =

∫
|∇θ|2w2 dx,

since θ2w ∈ Dc(Ω) is a test function for (5.1).
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Corollary 6.1. The map S as in Theorem 6.1 is an isometry.

Proof. By Lemma 6.1, we have

∥Sθ∥2D = ∥θ∥2W 1,2(w2 dx), ∀ θ ∈ Lipc(Ω).

Since Lipc(Ω) is dense in W 1,2
0 (Ω, w2 dx), it follow that the same identity holds for all θ ∈

W 1,2
0 (Ω, w2 dx).

Proposition 6.1. The range of the map S as in Theorem 6.1 is dense in D(Ω).

Proof. It suffices to show that Lipc(Ω) ⊂ RangeS, since Lipc(Ω) is dense in D(Ω). That is, a function
ϕ ∈ Lipc(Ω) can be approximated by ϕϵ = θϵw for some θϵ ∈ W 1,2

0 (Ω, w2 dx). Let ϕ ∈ Lipc(Ω). For
ϵ > 0, let

ϕ1 =

{
w, w ≥ ϵ,

ϵ, w ≤ ϵ.

Let θϵ =
ϕ
ϕ1

, θϵ ∈ L∞
c ⊂ L2

c(Ω, w
2 dx). Then

∇θϵ =
∇ϕ

ϕ1
− ϕ

∇w

w2
1{w>ϵ} ∈ L2

c(Ω, w
2 dx).

Indeed, ∥∥∥∇ϕ

ϕ1

∥∥∥2
L2(w2 dx)

=

∫
|∇ϕ|2 w2

(ϕ1)2
dx ≤

∫
|∇ϕ|2 dx < ∞,

since ϕ ∈ Lipc(Ω), and ∥∥∥ϕ ∇w

w2
1{w>ϵ}

∥∥∥2
L2(w2 dx)

=

∫
ϕ2 |∇w|2

w2
1{w>ϵ} dx < ∞,

since w ∈ W 1,2
loc (Ω), ϕ ∈ Lipc(Ω) and 1{w>ϵ}

1
w2 < 1

ϵ2 . So, θϵ ∈ W 1,2
0 (Ω, w2 dx). Hence ϕϵ = θϵw ∈

RangeS. We show that ϕϵ = ϕ w
ϕ1

→ ϕ as ϵ → 0 in D(Ω).
Note that

ϕ(x)− ϕ(x)
w

ϕ1
(x) = ϕ

ϕ1 − w

ϕ1
(x) ≤ ϕ1w<ϵ −→ 0 a ϵ → 0

and

0 ≤ ϕ1 − w

ϕ1
=

0, w ≥ ϵ,
ϵ− w

ϵ
, w < ϵ

=
ϵ− w

ϵ
1{w<ϵ} ≤ 1{w<ϵ}.

for a.a. x ∈ Ω. So, ϕϵ → ϕ a.e., since w(x) > 0 a.e. Hence ϕϵ → ϕ in L2(Ω) ∩ L2(Ω, dV ) by the
LDCT. Consider now the gradient

∇
(
ϕ− ϕ

w

ϕ1

)
= ∇ϕ− w

ϕ1
∇ϕ− ϕ

ϕ1∇w − w 1{w>ϵ}∇w

(ϕ1)2

= ∇ϕ
(
1− w

ϕ1

)
− ϕ

w 1{w>ϵ}∇w + ϵ1{w<ϵ}∇w − w 1{w>ϵ}∇w

(ϕ1)2

= ∇ϕ
(
1− w

ϕ1

)
− ϕ

1

ϵ
1{w<ϵ}∇w ∈ L2(Ω).

Indeed, (1− w
ϕ1
) → 0 as ϵ → 0 a.e. So, ∇ϕ(1− w

ϕ1
) → 0 in L2(Ω, dx) as ϵ → 0 by the LDCT. We have∥∥∥ϕ 1

ϵ
1{w<ϵ}∇w

∥∥∥2
L2(Ω)

=

∫
ϕ2 |∇w|2

ϵ2
1{w<ϵ} dx ≤

∫
ϕ2 |∇w|2

w2
1{w<ϵ} dx −→ 0 as ϵ → 0.

Here, we use the fact that ϕ2 |∇w|2
w2 ∈ L1(Ω) by Proposition 5.1. Since 1{w<ϵ} → 0 a.e. as ϵ → 0 (since

w > 0), we conclude that the proposition is valid by the LDCT.
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The following folklore result completes preparations for the proof of Theorem 6.1.

Theorem 6.2. Let X, Y be Banach spaces and S : X → Y be linear isometric. Then Range S is
closed in Y .

Proof. Let un ∈ Range(S), un → u. Then there exists a sequence vn ∈ X such that un = Svn,
n = 1, 2, 3, . . . . For m,n = 1, 2, 3, . . . ,

∥vn − vm∥X = ∥S(vn − vm)∥Y = ∥Svn − Svm∥Y = ∥un − um∥Y ,

since S is an isometry. Hence {vn} is a Cauchy sequence, since {un} is a Cauchy sequence. So,
vn → v ∈ X. Since S is continuous, Svn → Sv ∈ Y . However, Svn = un → u ∈ Y . So, Sv = u and
u ∈ Range(S).

Proof Theorem 6.1. By Corollary 6.1, S is an isometry. Hence S is an injection and Range S is closed
in D(Ω) by Theorem 6.2. By Proposition 6.1, Range S is also dense in D(Ω), so Range(S) = D(Ω).
Thus, S is a bijection.

7 NLS equation eigenvalue problem. PDE approach
In this section, we consider non-existence of a global weak solution for the eigenvalue problem to the
nonlinear Schrödinger (NLS) equation with singular potential V of the form

−∆u+ V u+ u|u|p−1 = λu, u ∈ D(RN ), (7.1)

where u is the solution of the eigenvalue problem. If u > 0, then u presents the amplitude of the wave
and λ presents the frequency of the wave. This λ (the eigenvalue of problem (7.1)) retains the name
of chemical potential for the BEC (see, e.g., [25, Section 6.1]). D(RN ) = D(RN ) ∩ Lp+1(RN ) with
p > 1 and some λ ∈ R,

D(RN ) = W 1,2
0 (Reg(V )) ∩ L2(Rev(V ), dVs),

where Reg(V ) is the maximal open set, where V is a Radon measure (see Theorem 3.2), Vs is the
smooth component of V 1Reg(V ) (see Corollary 4.1). We prove that u is a global weak solution (see
Definition 7.1) of (7.1) if it is a local weak solution and belongs to L2(RN ). The a priori boundedness
of global weak solution u is also shown in Section 7.1. The problem with equation (7.1) is that V
is a non-smooth function and may not be a function (measure). In this section, we demonstrate the
killing potential technique to transfer equation (7.1) into an equivalent equation without potential V :

− div(w2∇v) + wp+1v|v|p−1 = λw2v, (7.2)

where v = u
w is a global (local) weak solution of (7.2) if and only if u is a global (local) weak solution

of (7.1) and w is as in Definition 5.1. We have to mention that the killing potential technique changes
the nature of the unknown function (solution) from a standard Sobolev space to a weighted Sobolev
space, all this is discussed in Section 7.2. In Section 7.3, we frequently use the Pokhozhaev type test
function technique. For detailed information on this technique, see, e.g., [24] and [13].

7.1 Global, local solution and a priori boundedness
Definition 7.1. A measurable function u : RN → R is called a global (local) solution of equation
(7.1) in RN if u ∈ D = D ∩ Lp+1 (u ∈ Dloc = Dloc ∩ Lp+1

loc ), where D is as in Definition 4.1 and∫
∇u · ∇η dx+

∫
uη dV +

∫
u |u|p−1

η dx =

∫
λuη dx, ∀ η ∈ D (η ∈ Dc). (7.3)

Remark 7.1. Following the arguments of Propositions 2.2–2.4, one can show that Lipc is dense in D.

Theorem 7.1. Let u be a local solution of equation (7.1) in RN . Assume in addition that u ∈ L2.
Then u ∈ D and u is a global solution of equation (7.1).
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Proof. For ξ ∈ C1
c , one has uξ2 ∈ Dc and by Definition 7.1,∫

∇u∇(uξ2) dx+

∫
u2ξ2 dV +

∫
ξ2|u|p+1 dx = λ

∫
ξ2u2 dx.

So, by Lemma 2.2,∫
|∇(uξ)|2 dx+

∫
u2ξ2 dV +

∫
ξ2|u|p+1 dx =

∫
u2|∇ξ|2 dx+ λ

∫
ξ2u2 dx. (7.4)

Let ξ1 ∈ C1
c , 1B1 ≥ ξ1 ≥ 1B 1

2

and we construct a sequence ξn(x) ∈ C1
c such that

ξn(x) = ξ1

(x
n

)
.

Thus 1Bn
≥ ξn ≥ 1Bn

2
, also ξn(x) ↑ 1 as n ↑ ∞, ∥∇ξn∥∞ ↓ 0 as n ↑ ∞. That is,

|∇ξn(x)| =
1

n

∣∣∣∇ξ1

(x
n

)∣∣∣.
By the Beppo Levi Lemma and the LDCT, passing to the limit in (7.4), we get

lim
n→∞

[ ∫
|∇(uξn)|2 dx+

∫
u2ξ2n dV +

∫
ξ2n|u|p+1 dx

]
= lim

n→∞

[ ∫
u2|∇ξn|2 dx+ λ

∫
ξ2nu

2 dx

]
=⇒ lim

n→∞

∫
|∇(uξn)|2 dx+

∫
u2 dV +

∫
|u|p+1 dx = λ

∫
u2 dx.

So, u ∈ L2(dV ), u ∈ Lp+1. By Proposition 2.5, we conclude that uξn
w−−→ u in W 1,2. Hence u ∈ D.

The second assertion follows trivially as −∆u+u dV +u|u|p−1+λu is a bounded linear functional
on D. Indeed, let

l(ω) =

∫
∇u · ∇ω dx+

∫
uω dV +

∫
ωu|u|p−1 dx− λ

∫
ωudx (7.5)

be a bounded linear functional on D, we have l(ω) = 0 for all ω ∈ Dc (local solution). Since Dc is a
dense set in D, it follows that l(ω) = 0 for all ω ∈ D (u is a global solution).

In the rest of this section, we show the a priori boundedness of a global solution u for (7.1). First,
we need the following lemma.

Lemma 7.1. Let u be a global solution of equation (7.1). For s > 0, let us = |u| ∧ s. Then, for q > 2,∫
|u|p+1uq−2

s dx ≤ λ

∫
u2uq−2

s dx.

Proof. Let q > 2, η = uq−2
s u. We are going to use η as a test function in (7.3). Hence, we show that

η ∈ D. Since u ∈ D and us ∈ L∞, it suffices to show that ∇η ∈ L2. However,

∇η = ∇(uq−2
s u) = u(q − 2)uq−3

s 1{|u|<s}
u

|u|
∇u+ uq−2

s ∇u

= (q − 2)uq−2
s 1{|u|<s}∇u+ uq−2

s ∇u =
(
(q − 2)1{|u|<s} + 1

)
uq−2
s ∇u ∈ L2

noting that us = |u|1{|u|<s} + s1{|u≥s}. Now, we will apply η to (7.3) as follows:∫
∇u · ∇(uq−2

s u) dx+

∫
uuq−2

s u dV +

∫
|u|p−1uuq−2

s u dx = λ

∫
uuq−2

s u dx. (7.6)

Note that ∫
∇u · ∇(uq−2

s u) dx =

∫ (
(q − 2)1{|u|<s} + 1

)
uq−2
s |∇u|2 ≥ 0, q ≥ 2.
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Then (7.6) becomes∫ (
(q − 2)1{|u|<s} + 1

)
uq−2
s |∇u|2 +

∫
u2uq−2

s dV +

∫
|u|p+1uq−2

s dx = λ

∫
u2uq−2

s dx.

Note that the first and the second parts are positive, so we can drop them and get the required
result.

Theorem 7.2. Let u be a global solution of equation (7.1). Then u ∈ L∞ and ∥u∥L∞ ≤ λ
1

p−1 .

Proof. Let q0 = 2, qn = qn−1 + (p − 1), so that qn = 2 + n(p − 1). By Lemma 7.1, we have (since
|u| ≥ us) ∫

uqn+1
s dx ≤ λ

∫
u2uqn−2

s dx. (7.7)

By induction, we prove that u ∈ Lqn for n = 0, 1, 2, 3, . . . and∫
|u|qn+1 dx ≤ λ

∫
|u|qn dx, n = 0, 1, 2, 3, . . . .

Indeed, for n = 0, we have qn = 2, so u ∈ Lq0 , since u is a global solution to (7.1). Now, given
n = 0, 1, 2, 3, . . . , assume that u ∈ Lqn . Then it follows from (7.7) that

lim
s→∞

∫
uqn+1
s dx ≤ λ lim

s→∞

∫
u2uqn−2

s dx.

Thus, by the Beppo Levi Lemma,∫
|u|qn+1 dx ≤ λ

∫
|u|qn dx < ∞.

So, u ∈ Lqn+1 , and therefore u ∈ L∞, since qn = 2 + n(p− 1) → ∞ as n → ∞. By induction, it also
follows that ∫

|u|qn dx ≤ λn

∫
u2 dx,

∥u∥L∞ = lim
n→∞

∥u∥Lqn ≤ lim
n→∞

λ
n
qn ∥u∥

2
qn

L2 = lim
n→∞

λ
n

2+n(p−1) ∥u∥
2

2+n(p−1)

L2 = λ
1

p−1 .

Corollary 7.1. Let u be a global solution to equation (7.1). Then equation (7.3) holds for any η ∈ D.

Proof. Since u is a global solution, we have u ∈ L2, |u|p−1 ∈ L∞ by Theorem 7.2, and |u|p−1u ∈ L2.
Let l be as in (7.5),

lu = −∆u+ uV + |u|p−1u− λu ∈ W−1,2 + L2(dV ) + L2.

Hence lu is a bounded linear functional on D, using the same arguments as in Theorem 7.1.

7.2 Killing Potential technique
In this section, we transfer (7.1) to (7.2) by the following theorem.

Theorem 7.3. Let V be a Borel regular measure and let w be a positive solution to −∆w + V w = 0
in the sense of Definition 5.1.

(1) A function u ∈ D(Reg(V )) is a global solution to equation (7.1) if and only if the function

v =
u

w
∈ W 1,2

0 (Reg(V ), w2 dx) ∩ Lp+1(Reg(V ), wp+1 dx)

is a global solution to equation (7.2).
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(2) A function u ∈ Dloc(Reg(V )) is a local solution to equation (7.1) if and only if the function

v =
u

w
∈ W 1,2

loc (Reg(V ), w2 dx) ∩ Lp+1
loc (Reg(V ), wp+1 dx)

is a local solution to equation (7.2).

The following lemma is more general than Lemma 3.4 in [17] because we remove all the restrictions
on the solution w besides the positivity and consider more general potential as a measure.

Lemma 7.2 (See [17, Lemma 3.4.]). Suppose that there exists a solution w ∈ Dloc to the equation
−∆w + V w = 0 in the sense of Definition 5.1. Then u ∈ Dloc(Reg(V )) satisfies

−∆u+ V u+ |u|p−1u− λu = 0 in D′(Reg(V ))

if and only if v = u
w ∈ W 1,2

loc (Reg(V ), w2 dx) ∩ Lp+1
loc (Reg(V ), wp+1 dx) satisfies

− div(w2∇v) + wp+1|v|p−1v − λw2v = 0 in D′(Reg(V )).

Proof. It follows from Theorem 6.1 that u∈Dloc(Reg(V )) if and only if v= u
w ∈ W 1,2

loc (Reg(V ), w2 dx)∩
Lp+1
loc (Reg(V ), wp+1 dx). Let η ∈ Lipc(Reg(V )). If we multiply (7.1) by ηw and (5.1) by ηu, then

integrating and subtracting, them we obtain∫ (
∇u · ∇(ηw)−∇w · ∇(uη)

)
dx+

∫
(V uηw − V wuη) dx+

∫
ηwu|u|p−1 dx = λ

∫
uηw dx. (7.8)

Now, for the first part in the left-hand side of (7.8), we have∫ (
∇u · ∇(ηw)−∇w · ∇(uη)

)
dx

=

∫ (
η(∇u · ∇w) + w∇u · ∇η − η(∇w · ∇u)− u∇w · ∇η

)
dx

=

∫
∇η · (w∇u− u∇w) dx =

∫
∇η ·

(
w2∇ u

w

)
dx =

∫
∇η · ∇v w2 dx.

Thus (7.8) becomes∫
∇v∇ηw2 dx+

∫
ηv|v|p−1wp+1 dx = λ

∫
vηw2 dx, ∀ η ∈ Lipc(Reg(V )). (7.9)

Hence, (7.9) implies that v is a solution of (7.2) (in the distribution sense).

Proof of Theorem 7.3. Assume that u is a global solution to (7.1). Then

m(η) =

∫
∇η∇u dx+

∫
ηu dV +

∫
η|u|p−1u dx− λ

∫
ηu dx = 0, ∀ η ∈ D(Reg(V )).

In particular, m(η) = 0 for all η ∈ Lipc(Reg(V )) ⊂ D(Reg(V )).
Hence

l(η) =

∫
∇η∇vw2 dx+

∫
η|v|p−1vwp+1 dx− λ

∫
ηvw2 dx = 0, η ∈ Lipc(Reg(V ))

by Lemma 7.2. Note that v ∈ Lp+1(Reg(V ), wp+1 dx) by the definition and v ∈ W 1,2
0 (Reg(V ), w2 dx)

by Theorem 6.1. Hence l is bounded linear functional on W 1,2
0 (Reg(V ),w2 dx)∩Lp+1(Reg(V ),wp+1 dx).

Since Lipc(Reg(V )) is dense in W 1,2
0 (Reg(V ), w2 dx)∩Lp+1(Reg(V ), wp+1 dx), by Proposition 2.4, we

conclude that l(η) = 0 for all η ∈ W 1,2
0 (Reg(V ), w2 dx)∩Lp+1(Reg(V ), wp+1 dx). That is, v is a global

solution for (7.2). The reverse and the ‘local’ statements follow by similar arguments.
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7.3 Pokhozhaev’s type test function
As an application, in this section, we obtain some result on the non-existence of a global weak solution
to equation (7.1) (see Theorem 7.4) by using a Pokhozhaev type test function.

Theorem 7.4. Let V = (N−2)2

4
c
r2 with N > 2, c > −1. Then there is no non-trivial global solution

to equation (7.1) for any λ ∈ R.

In proving this result, we demonstrate the killing potential method. The next lemma shows that
in this case a local solution w to (5.1) satisfies w(x) = |x|α with α ∈ R. Before we begin, we need the
following lemmas.

Lemma 7.3. f(r) = rµ ∈ Lp
loc if and only if µp > −N .

Proof. ∫
B1

|f |p dx = |SN−1|
1∫

0

rµprN−1 dr < ∞ ⇐⇒ µp+N > 0,

i.e., µp > −N .

Corollary 7.2. f(r) = rµ ∈ W 1,2
loc if and only if 2(µ− 1) > −N .

Proof. By Lemma 7.3,
|∇rµ| = |µ|rµ−1 ∈ L2

loc ⇐⇒ 2(µ− 1) > −N.

Or µ > −N−2
2 .

Lemma 7.4. Let
V =

(N − 2)2

4

c

r2

with N > 2, c > −1. Then w = rα is a local solution to equation (5.1) with

α =
(N − 2)

2

(√
1 + c− 1

)
.

Proof. Note that in this case, dV = (N−2)2

4
c
r2 dx. So, L2(dV ) = L2(r−2 dx), rα ∈ L2

loc(r
−2 dx) for

2α − 2 + N > 0 ⇐⇒ α > −N−2
2 . Thus, by Corollary 7.2, rα ∈ W 1,2

loc ∩ L2
loc(dV ) if and only if

α > −N−2
2 .

Now, consider (5.1) for a radial w and V = (N−2)2

4
c
r2 . Then

−w′′ − N − 1

r
w′ +

(N − 2)2

4

c

r2
w = 0. (7.10)

This second order ordinary differential equation has two linearly independent solutions (see, e.g., [16,
Chapter 4 Section 1, Theorem 1.1 and Section 8.]). We will look for them in the form w(r) = rα, then
(7.10) implies

−α(α− 1)rα−2 − (N − 1)αrα−2 +
(N − 2)2

4
crα−2 = 0,

α(α− 1) + (N − 1)α− (N − 2)2

4
c = 0,

α2 + (N − 2)α− (N − 2)2

4
c = 0,(

α+
(N − 2)

2

)2

=
(N − 2)2

4
(1 + c).

So,
α1 =

(N − 2)

2

(√
1 + c− 1

)
and α2 =

(N − 2)

2

(
−

√
1 + c− 1

)
.
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By Corollary 7.2, w = rα2 ̸∈ W 1,2
loc , and on the contrary w = rα1 ∈ W 1,2

loc , since

α1 = −N − 2

2
+

N − 2

2

√
1 + c > −N − 2

2
, ∀ c > −1.

For simplicity, from now we will denote α1 by α.

Corollary 7.3. Let u ∈ Dloc be a local solution to equation (7.1) with V = (N−2)2

4
c
r2 , c > −1, N > 2.

Then v = u
rα is a local solution to equation (7.2) with w = rα and α, as in Lemma 7.4.

Proof. The proof is straightforward from Lemma 7.2 and Lemma 7.4.

Proposition 7.1. Let Ω ⊂ RN be an open set, ρ > 0, ρ±1 ∈ L∞
loc(Ω). Then

Wm,p
loc (Ω) = Wm,p

loc (Ω, ρ dx), ∀m ≥ 0, p ≥ 1.

Proof. To prove the statement it suffices to show that

Wm,p
0 (G) = Wm,p

0 (G, ρ dx)

for all open G such that G ⊂ Ḡ ⊂ Ω. To this end, one observes that C∞
c (G) is dense in both spaces.

Sos it suffices to prove that the norms are equivalent, that is, for every G, there are the constants
ca > cb > 0 such that

ca∥ϕ∥Wm,p
0 (G) ≥ ∥ϕ∥Wm,p

0 (G,ρ dx) ≥ cb∥ϕ∥Wm,p
0 (G), ∀ϕ ∈ C∞

c (G).

Now, let ca = ∥ρ∥
1
p

L∞(G), cb = ∥ρ−1∥
−1
p

L∞(G). Then

∥ϕ∥p
Wm,p

0 (G,ρ dx)
=

m∑
k=0

∥Dkϕ∥pLp(G,ρ dx)

=

m∑
k=0

∫
G

|Dkϕ|pρ dx ≤ cpa

m∑
k=0

∫
G

|Dkϕ|p dx = cpa∥ϕ∥
p
Wm,p

0 (G)
.

Similarly we get the estimate from below:

∥ϕ∥p
Wm,p

0 (G,ρ dx)
=

m∑
k=0

∥Dkϕ∥pLp(G,ρ dx)

=

m∑
k=0

∫
G

|Dkϕ|pρ dx ≥ cpb

m∑
k=0

∫
G

|Dkϕ|p dx = cpb∥ϕ∥
p
Wm,p

0 (G)
.

Lemma 7.5. Let w = rα, α ≥ N−2
2 . Let v = u

w be a global solution of (7.2). Then

v ∈ W 2,2
loc (R

N \ (0), w2 dx).

Proof. We apply Theorem 3.1 with A = w2Id, where Id is the identity matrix, B1 = B2 = 0,
C = wp+1|v|p−1 − λw2, f = 0 on Ω = RN \ {0}. Note that w2 = r2α ∈ C∞(Ω), so A is locally
Lipschitz on Ω. Note that C = w2(|u|p−1 − λ) ∈ L∞

loc(Ω), since |u|p−1 ≤ λ, by Theorem 7.2, and
w2 ∈ C∞(Ω). Finally, by Proposition 7.1, W 1,2

loc (Ω) = W 1,2
loc (Ω, w

2 dx), since w2 ∈ C∞(Ω) and w2 > 0.
So, v ∈ W 1,2

loc (Ω) is a local weak solution to

− div(w2∇v) + Cv = 0.

Hence v ∈ W 2,2
loc (Ω) = W 2,2

loc (Ω, w
2 dx) by Theorem 3.1 and Proposition 7.1.

Now in (7.2) we will use a Pokhozhaev type test function η described below. It will eliminate the
right-hand side of (7.2) leaving a non-negative term in the left-hand side.



24 Khalid A. Abdul-Zahra, Zeev Sobol

Definition 7.2. Define a Pokhozhaev type test function η by

η = ξ2
(
2∇v · x+ (N + 2α)v

)
,

where v is a global solution to (7.2), the cut-off function ξ ∈ D is constructed as follows:

ξρ,P (x) = ξρ(x)ξP (x), ξP (x) = ϕ
( |x|
P

)
, ξρ(x) = φ

( |x|
ρ

)
,

where ϕ, φ ∈ C∞([0,∞)), such that 1[0,1] ≤ ϕ ≤ 1[0,2), 1[2,∞) ≤ φ ≤ 1(1,∞) (see Figure 1).

(a) Function ϕ(s) (b) Function φ(s)

Figure 1: Functions ϕ(s) and φ(s)

Lemma 7.6. Let ξ be as in Definition 7.2, ξ → 1 as P → ∞, ρ → 0. Then

|x| |∇ξ| ≤ 2max
{
∥ϕ′∥L∞ , ∥φ′∥L∞

}(
1{P<|x|<2P} + 1{ρ<|x|<2ρ}

)
.

In particular, ∥∥ |x| |∇ξ|
∥∥
L∞ ≤ 2max

{
∥ϕ′∥L∞ , ∥φ′∥L∞

}
(7.11)

and
|x| |∇ξ|(x) → 0, ∀x ∈ RN as P → ∞, ρ → 0, pointwise. (7.12)

Proof.

|∇ξP (x)| =

|ϕ′|
( |x|
P

) 1

P
, P ≤ |x| ≤ 2P,

0, othewise,
, |∇ξρ(x)| =

|φ′|
( |x|

ρ

) 1

ρ
, ρ ≤ |x| ≤ 2ρ,

0, othewise.

Now,

|x| |∇ξρ| ≤ ∥φ′∥L∞
|x|
ρ

1{1< |x|
ρ <2}, |x| |∇ξP | ≤ ∥ϕ′∥L∞

|x|
P

1{1< |x|
P <2},

0 ≤ ξρ(x) ≤ 1{|x|>ρ}, 0 ≤ ξP (x) ≤ 1{|x|<2P},

|x| |∇ξ| ≤ |x| |ξρ∇ξP |+ |x| |ξP∇ξρ|

≤ ∥ϕ′∥L∞
|x|
P

1{P<|x|<2P} 1{|x|>ρ} + ∥φ′∥L∞
|x|
ρ

1{|x|<2P} 1{ρ<|x|<2ρ}.

Since ρ ≪ P ,

1{P<|x|<2P} 1{|x|>ρ} = 1{P<|x|<2P}, 1{|x|<2P} 1{ρ<|x|<2ρ} = 1{ρ<|x|<2ρ},

|x| |∇ξ| ≤ ∥ϕ′∥L∞
|x|
P

1{P<|x|<2P} + ∥φ′∥L∞
|x|
ρ

1{ρ<|x|<2ρ}

≤ 2max
{
∥ϕ′∥L∞ , ∥φ′∥L∞

}(
1{P<|x|<2P} + 1{ρ<|x|<2ρ}

)
≤ 2max

{
∥ϕ′∥L∞ , ∥φ′∥L∞

}
.

Note that (7.11) follows by the maximum norm, and (7.12) also follows pointwise as P → ∞ and
ρ → 0.
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Lemma 7.7. Let v be a global solution to equation (7.2) and let η be as in Definition 7.2. Then

λ

∫
r2αvη dx → 0 as P → ∞ and ρ → 0.

Proof.

λ

∫
r2αvξ2

(
2∇v · x+ (N + 2α)v

)
dx

= λ

∫ (
2r2αvξ2∇v · x+ r2αv2ξ2(N + 2α)

)
dx

= λ

∫ (
r2α∇|v|2ξ2 · x+ r2αv2ξ2(N + 2α)

)
dx

= λ

∫ (
− |v|2 div(r2αξ2 · x) + r2αv2ξ2(N + 2α)

)
dx

= λ

∫ (
− |v|2

(
2ξ(∇ξ · x)r2α + (N + 2α)ξ2r2α

)
+ r2αv2ξ2(N + 2α)

)
dx

= −2λ

∫
|v|2ξ(∇ξ · x)r2α dx −→ 0

by Lemma 7.6 and the LDCT.

Lemma 7.8. Let v be a global solution to equation (7.2) and let η be as in Definition 7.2. Then∫
r(p+1)α|v|p−1vη dx −→ N(p− 1)

p+ 1

∫
|v|p+1ξ2r(p+1)α dx > 0, ∀ p > 1

as P → ∞ and ρ → 0.

Proof.∫
r(p+1)α |v|p−1vξ2

(
2∇v · x+ (N + 2α)v

)
dx

=

∫
2r(p+1)α|v|p−1vξ2∇v · x dx+

∫
(N + 2α)|v|p+1ξ2r(p+1)α dx

=

∫
2

p+ 1
∇|v|p+1ξ2 · xr(p+1)α dx+

∫
(N + 2α)|v|p+1ξ2r(p+1)α dx

= −
∫

2

p+ 1
|v|p+1 div(ξ2 · xr(p+1)α) dx+

∫
(N + 2α)|v|p+1ξ2r(p+1)α dx

=

∫
−2(N + (p+ 1)α)

p+ 1
|v|p+1ξ2r(p+1)α dx−

∫
2

p+ 1
|v|p+1r(p+1)α(2ξ∇ξ · x) dx

+

∫
(N + 2α)|v|p+1ξ2r(p+1)α dx

=

∫ (−2(N + (p+ 1)α)

p+ 1
+N + 2α

)
|v|p+1ξ2r(p+1)α dx

−
∫

4

p+ 1
|v|p+1r(p+1)α(ξ∇ξ · x) dx

−→
∫

N(p− 1)

p+ 1
|v|p+1r(p+1)α dx+ 0

by Lemma 7.6 and the LDCT.

Lemma 7.9. Let v be a global solution to equation (7.2) and let η be as in Definition 7.2. Then∫
r2α∇v∇η dx −→ 2

∫
|∇v|2r2α as P → ∞ and ρ → 0.
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Proof. Note that v ∈ W 2,2
loc (RN \ {0}) by Lemma 7.5. Then∫

r2α∇v∇
(
ξ2
(
2∇v · x+ (N + 2α)v

))
dx

=

∫
r2αξ2

(
2∇v ·D2v · x+ 2∇v · I · ∇v + (N + 2α)∇v · ∇v

)
dx

+

∫
r2α2(∇v · ∇ξ)ξ

(
2∇v · x+ (N + 2α)v

)
dx

=

∫
r2αξ2

(
∇|∇v|2 · x+ 2|∇v|2 + (N + 2α)|∇v|2

)
dx

+

∫
r2α2(∇v · ∇ξ)ξ

(
2∇v · x+ (N + 2α)v

)
dx

= I1 + I2,

where

I1 =

∫
r2αξ2

(
∇|∇v|2 · x+ (2 +N + 2α)|∇v|2

)
dx

= −
∫

|∇v|2 div(r2αξ2 · x) dx+ (2 +N + 2α)

∫
r2αξ2|∇v|2 dx

= −
∫

|∇v|2
(
2ξ(∇ξ · x)r2α + (N + 2α)ξ2r2α

)
dx+ (2 +N + 2α)

∫
r2αξ2|∇v|2 dx

= −2

∫
|∇v|2ξ(∇ξ · x)r2α dx+ 2

∫
r2αξ2|∇v|2 dx −→ −0 + 2

∫
|∇v|2r2α dx

by Lemma 7.6 and the LDCT, and

|I2| =
∣∣∣∣ ∫ r2α2(∇v · ∇ξ)ξ

(
2∇v · x+ (N + 2α)v

)
dx

∣∣∣∣ ≤ 4

∫
r2α|∇v|2

(
ξ|x| |∇ξ|

)
dx

+ 2

∫
(N + 2α)r2α|∇v| |v|

r

(
ξ|x| |∇ξ|

)
dx −→ 0 as P → ∞, ρ → 0

by Lemma 7.6 and the LDCT. Observe that |∇v| |v|r ∈ L1 due to the Hardy inequality (see Lem-
ma 5.1).

Proof of Theorem 7.4. It follows from (7.2) and Lemmas 7.7–7.9 that for a global solution v of (7.2),

2

∫
|∇v|2r2α dx+

N(p− 1)

p+ 1

∫
|v|p+1r(p+1)α dx = 0.

So, v = 0.
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