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GENERALIZED DIRECTIONAL DERIVATIVES AND
GRADIENT OF MULTIVARIATE FUNCTION ON TIME SCALES



Abstract. In this paper, we introduce a notion of jump operators along the assigned direction &
and the corresponding opposite direction —@ on an n-dimensional time scale A", due to which the
total increment of the multivariate function can be represented accurately. Based on it, we introduce
the new notions of directional derivatives and gradient of multivariate function on time scales and
demonstrate their nice geometric significance. Moreover, some basic results are established which
improve and perfect the previous literature.
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1 Introduction and preliminaries

Time scale theory was proposed by Hilger (see [5]) and used to unify the discrete and continuous
analysis in pure and applied mathematics (see [1,4,6,7,9-16]). As a fundamental tool of mathematical
analysis and applications, the partial derivatives on time scales were proposed and studied by Bohner
and Guseinov (see [3]). In 2009, Aktan and Sarikaya et al. introduced the directional derivatives and
investigated a differential calculus for multivariable functions on n-dimensional time scales (see [2,8]).
In [2,8], the authors considered the total increments of two types f(o1(t1),...,0n(tn)) — f(t1,. .., tn)
and f(t1,...,tn) — f(p1(t1),.-., pn(ty)) for the multivariate function f : A™ — R and introduced
the directional derivatives on n-dimensional time scales Ty x Ty X --- x T,, with the time scale type
T, = {t; : t9 + &w;, € € T}, i = 1,2,...,n. In addition, they established the relations between the
partial derivatives and their directional derivatives on time scales. However, it is intractable to study
the arbitrary directional derivatives on any arbitrary n-dimensional time scale Ty x T x - - - X T},, where
T, is an arbitrary time scale for each i € {1,2,...,n}, since the total increment of the multivariate
function along the assigned direction is difficult to describe on any closed subsets of an arbitrary
time scale space A™. In this paper, the notions of jump operators along the assigned direction & and
the corresponding opposite direction —& on the n-dimensional time scale A™ are introduced, through
which the total increment of the multivariate function can be represented precisely. Then new notions
of directional derivatives and gradient of multivariate function on time scales are considered and their
nice geometric significance and basic results are demonstrated.

Now, we introduce some basic results which will be utilized in our discussion. A time scale T is
an arbitrary nonempty closed subset of the real line R, on which the intervals are denoted by

[a,blr:={teT: a<t<b}, [a,b)r:={teT: a<t<b},

(a,blp:={teT: a<t<b}, (a,br:={teT: a<t<b}.
The forward and backward jump operators on time scales are defined by o(t) ;= inf{s € T: s > ¢},
p(t) :=sup{s € T: s < t}, respectively, and the graininess functions are given by u(t) := o(t) — ¢
v(t) :==t—p(t). We call t a right-scattered point if o(t) > t; ¢ is called a left-scattered point if p(t) < ¢.
Also, if o(t) = t, then ¢ is called a right-dense point; if p(t) = ¢, then ¢ is called a left-dense point.
We set

T _ T, sup T is left-dense, T, inf T is right-dense,
T \supT, supT is left-scattered, T \ infT, infT is right-scattered.

2 Improvement of Directional Derivatives on Time Scales
For the convenience of our discussion, we will use the following notations:

Ap:={t € T: tis a left-dense and right-dense point},

Br = {t € T : tis a left-dense and right-scattered point}7
Cr:= {t € T : tis a left-scattered and right-dense point},
Dy := {t € T : tis an isolated point}.

To discuss the directional derivatives of multivariate function on time scales, we need the following
n-dimensional time scale A™ (n € N).

Definition 2.1 ([3]). Let T; (¢ = 1,2,...,n) be time scales, an n-dimensional time scale is defined
by the Cartesian product A™ := Ty x Ty x --+ x T,,. The forward and backward jump operators on
each time scale T; are denoted by ¢; and p;, respectively.

Remark 2.1. Note that since the n-dimensional time scale A™ is a countable union of the closed
hypercuboids, then (t1,t2,...,t,) € A™ belongs to the interior of each hypercuboid if t; € Ay, and
(t1,t2,...,t,) € A™ belongs to the surface of each hypercuboid if ¢; € A, or t; € By, U Cr, U Dr, for
each i € {1,2,...,n}.
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Based on the notion of n-dimensional time scale A", for any fixed directional vector & =
(w1, w3, ...,wy), we introduce two directional jump operators along & and —& on A™ as follows.

Definition 2.2. Let A™ be an n-dimensional time scale, t = (¢1,ta,...,t,) € A", & = (w1,wa,...,wn)
be any fixed directional vector. The directional jump operator 11¥(¢) along & on A™ is defined as
follows:

” " » (tl,tQ,...,tn) if t1€AT1,
II (t) = (Hl (tl)a s 7Hn(tn)) = {(81 $9,....8 ) otherwise (21)
where (s1,...,s,) satisfies
n /2 n 12 g —t Gn —t
[Z(Si—ti)ﬂ :1nf{{2(qi—ti)2] : 1w1 - " = g=(q1,---,qn) GA"}. (2.2)
i=1 i=1 n

Similarly, we define II=%(¢) as follows:

-G 3 - (tl,tg,...,ﬁn), if ti (S ATN
(s1,82,.-.,8n), otherwise,
where (s1,...,s,) satisfies
= 1/2 = 1/2 Q1_t1 Qn_tn
i_ti2:| = inf |: i_ti2:| L == , = yeosQn e A", (24
[>tmt] " = { [t - = () €A (20
For t = (t1,ta,...,t,), if there exists some i € {1,...,n} such that ¢, = maxT; and w; > 0, then we

define T1¥(t) = t. Similarly, if there exists some i € {1,...,n} such that ¢; = min T; and w; < 0, then
we define II7¥(t) = ¢.

Remark 2.2. Tt follows from Definition 2.2 that the set of points ¢ = (q1, g2, - .., ¢n) € A™ along the
direction & given by (2.2) and (2.4) is nonempty, which indicates that s = (s1, $2,...,5,) in (2.1) and
(2.3) are well-defined.

Remark 2.3. Note that if TI¥(¢) = oy(t) and II;“(t) = p;(t), Definition 2.2 includes the notions of
directional derivatives discussed in [2,3,8].

Ts

(a) The case for n = 2 (b) The case for n =3

Figure 2.1: Geometric diagrams of 11¥(¢) and I17%(¢)

n
It is clear that A™ consists of the mutually disjoint pairwise closed hypercuboids, i.e., A™ = |J V;,
i=1

where V; € R" and V; N V; = @ as i # j. By observing Figure 2.1, for t € A", I1¥(t) moves ¢ on a
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straight line to the direction that is parallel to the directional vector & and, similarly, ITI=% (t) moves t
to the opposite direction. Note that s = (s, $2,. . ., $p) is the point, nearest to ¢ along the direction &J.

Definition 2.3. Let f : A" — R be a function, t € A™. If s € A"\ {II¥(¢)} belongs to an arbitrary
neighbourhood of ¢ and A f(t) = f(II°(¢)) — f(s) can be represented as

A f(t) = fFIIP(1) — f(s) = Z M;AYt; + 0(0aw),

n

where AYt; = TI9(t;) — s, Opw = Z(Ag’ti)2, M; is a constant related only to the point ¢, and

i=1
0(0a«) is a higher-order infinitesimal of fa«, then we call f is A¥-differentiable at point ¢. > M;AYt;
i=1
is called the total A“-differential of f at ¢ and denoted by dawz = daw f(t) = > M;AYt;.
i=1

Similarly, if s € A"\ {II"¥(¢)} belongs to an arbitrary neighbourhood of ¢ and V¥ f(t) = f(s) —
F(IT=%(t)) can be represented as

V() = f(s) = FOIT2(1) = Z M; Vit + o(fve),

where V¢t; = s; — ;9 (t;), Ove = [ 2 (V¥;)2, M; is a constant related only to the point ¢, and

i
i=1

0(fv«~) is a higher-order infinitesimal of fy«, then we call f is V¥-differentiable at point ¢t. > M; VY,
i=1

1=

is called the total V*-differential of f at ¢ and denoted by dye«z = dyw f(t) = > M;V¥t,.
i=1

Next, we give the notions of partial delta and nabla derivative of f : A" — R.

Definition 2.4 ([3]). Let f: A™ — R be a function, the partial delta derivative of f with respect to
t; € T¢ (i =1,...,n) is defined as the limit

lim f(tl, e ati—lagi(ti)ati+17 e ,tn) — f(th .o ~ati—lasiati+la e ,tn)

i—t; () — s;
Gqs;é;:(t,) UZ( l) Sq

9

provided that this limit exists as a finite number, and is denoted by any of the following symbols:

Of(t1,...,tn) Of(t)  Of
Ast; TN At

The partial nabla derivative of f with respect to t; € (T;)x (i =1,...,n) is defined as the limit

®), f().

lim flta, o tic, piti),tigr, oo tn) — f(t1, oo tiza, Siytigt, oo tn)
s;i—t; i(T;) — S;
siF#pi(ti) pZ( Z) !

and denoted by @c‘(tt ,), provided that this limit exists as a finite number.

According to the concepts of I1¥(¢) and I~ (¢) which are given in Definition 2.2, we introduce the
definitions of delta and nabla directional derivatives of f : A™ — R, which will reduce to Definition 2.4
when the partial derivatives are considered.

Definition 2.5. Let f : A — R be a function, ¢t = (t1,...,t,) € A", J = (w1,...,wy,) be any fixed
directional vector. If s € A™ \ {II¥()} belongs to an arbitrary neighbourhood of ¢ and the limit

FAIE (), ..., 09 (t) — f(51,-- -, 8n)
VIS (t1) = s1)2 4 (T (t) — 50)?

n = lim
s—t
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Figure 2.2: Schematic diagram of directional derivatives of f on A!
exists, then we call % ‘ , = 1 the delta directional derivative of f along the direction & at the point ¢.
If s € A\ {II"“(¢)} belongs to an arbitrary neighbourhood of ¢ and the limit

F(s1,. 0oy 80) — FOOT9(t), .. T 9 (1)
(I 9(t1) — 81)2 + -+ + (¥ (tn) — 50)?

7 = lim
s—t

ofv

exists, then we call %~ | = 7 the nabla directional derivative of f along the direction & at the point ¢.

"
Figure 2.2 shows the geometric meaning of one-dimensional delta (nabla) directional derivative.
Theorem 2.1. Let f : A™ — R be a function, t = (t1,t2,...,tn) € A" and & = (w1,...,w,) be any

fized directional vector. If f is A¥-differentiable (resp. V“-differentiable) at the point t, then the
partial delta (resp. nabla) derivative of f with respect to t; exists and

=~ Of (t " Of(t
dpawz = Z Afi(ti) AYt; <7“esp. dywz = sz(tl) Vet ), (2.5)
i=1 i=1

where i =1,2,...,n.

Proof. According to Definition 2.3, for s € A"\ {II¥(¢)} that belongs to an arbitrary neighbourhood
of t, A¥ f(t) = f(II¥(t)) — f(s) can be represented as

AYf(t) = fTI(F) = f(s) = D MiAYt; + o(0aw),

i=1

where AYt; = Hf’(ti) — 8i, Oaw = ([ D (A¥E;)2, M; is a constant related only to the point ¢, and
i=1

0(faw) is the higher-order infinitesimal of fa«. Then for a fixed 4, let A¥t; # 0, AYt; =0, j # i, this

implies that

A‘*’f(t) = f(Hf(tj), e ,Hf(tl),H‘;:’(tn)) — f(Sl, vy Sy -78n) = ZMZA;UIZ +O(9Aw)

i=1

with TI%(t;) # si, H?(tj) = t;, j # i. Thus we have A¥f(t) = M;A¥t; + o(#), which implies

M; = lin}f % - z&et),, from Definition 2.4, the partial delta (nabla) derivative of f with respect
si—t; i Ui it

to t; exists and is equal to M;. Hence (2.5) holds. This completes the proof. O

To observe the relationship between the delta (nabla) directional derivative and the partial delta
(nabla) derivative, we give their geometric diagram in two-dimensional cases (see Figure 2.3).
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o= fleahreTyeT

T,

Ty

(a) Partial derivative of f on A2 (b) Directional direvative of f on A2

Figure 2.3: Comparison of partial derivative and directional derivative

Theorem 2.2. Let f: A" — R be a function, @ = (w1,wa,...,w,) be any fized vector, where w; € R,
i=1,...,n. If f is differentiable at the point t, then

n
>

=1
- TE—— N T 3

|w Veltw+oFw2’

Proof. According to Definition 2.2, for s € A"\ {II*(¢)} that belongs to an arbitrary neighbourhood
of ¢, we have

ofa
ow

2i0) cosa; | resp ofv or(t) oS
Agt; ’ " Ow Vit i)

n
2
=1

where cos o; =

Y () — 8; = Oaw cosaz,  §=1,2,...,

n 2 . n
where fa. = \/ > (Hf(ti) - 3) - By the assumption, f(I1%(1)) — f(s) = 3> Mi¢ti + o(fa), thus

i=1 i

FOS () — f(t " Orw
—( (G)A)w ():;Micosai—&—o(oﬁw).

of(t
Vf_( L_) COoS (y;.

ity

n n

ofa| _ Of () oo . Qimni i Ofv |
From Theorem 2.1, we have %2 ‘t = E A cos c;. Similarly, we can obtain 5~ ‘t = E )
i= i=

This completes the proof. O

Definition 2.6. Let f : A — R be a function, for t = (tl,tg, e ,tn) € A", the delta gradient of f
at the point t is defined as follows:

_(Of(t) Of(1) of(t)
gradaf = (Altl’ Aoty Antn>'

Similarly, we define the nabla gradient of f at the point ¢ as

af(t) of() 3f(t))
Viti Vaty ' Vptn /'

grady f = (

We give the geometric diagrams of the contour curve and surface as Figure 2.4, and this shows the
geometric significance of the gradient.
Now we establish the following
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Ty

_ 2=f(z,y)z€T,y€eTy

— ] ‘j el

f(tl ’t2)=c \‘\

1]

T,

grady f{t, )

T, T

(a) Contour curve and gradient of f in A2, (b) Contour curve and gradient of z = f(x,y).

Figure 2.4: Contour curve and gradient of f.

Theorem 2.3. Let f : A2 = R be a function and there exist a continuous differentiable function
2 : R — R such that Ty C R(t2), where R(ts) is the range of ta, t = (t1,t2) € A%, If t; € Ax,, then
the gradient at t is perpendicular to the tangent of contour curve at t.

Proof. Since t; € Ar,, gradsf = gradyf = gradf. Assume that the space surface satisfies the
equation z = f(t1,t2), then the contour curve equation is

Z = f(tlth)’
zZ =C.

For ¢ = f(t1,t2) with ¢; € Ar,, according to the Theorem of Implicit Function (see Section 9 in [3]), the
A
dty _ fet (0)
slope at this point of the contour curve is i = ff,; 0’
contour curve at the point ¢ is (fAl( t), f 1( )) Since the gradient of f at t is the vector ((Zfl(ttl) , ‘ZJ;(Q ),
d A A 3 d
from Theorem 2.2, we have 38 = £ (t), LW = 2o (1), thus (f5 (), — 4 (1) - (322, 8180y =0
the desired result follows. ThlS completes the proof. O

which implies that the tangent vector of the
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