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#### Abstract

The objective of this paper is to develop a numerical method for solving a bidimensional unilateral obstacle problem. This is based on the bicubic splines collocation method and the generalized Newton method. In this paper, we obtain an approximate expression for solving a bidimensional unilateral obstacle problem. We show that the approximate formula obtained by the bicubic splines collocation method is effective. Next, we prove the convergence of the proposed method. The method is applied to some test examples and the numerical results have been compared with the exact solutions. The obtained results show the computational efficiency of the method. It can be concluded that computational efficiency of the method is effective for the two-dimensional obstacle problem.
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## 1 Introduction

In this paper, we consider the following unilateral obstacle problem:

$$
\begin{equation*}
\text { Find } u \in K \text { such that } \int_{\Omega} \nabla u \cdot \nabla(v-u) d x+\int_{\Omega} f(v-u) d x \geq 0, \quad \forall v \in K \tag{1.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{n}$ is a bounded open domain with $n \geq 2$, with a smooth boundary $\partial \Omega, f$ is an element of $L^{2}(\Omega)$ and $K=\left\{v \in H_{0}^{1}(\Omega) \mid v \geq \psi\right.$ a.e. in $\left.\Omega\right\}$. The main point here is that we are considering an irregular obstacle function $\psi$ which is an element of $H^{1}(\Omega)$ with $\psi \leq 0$ on $\partial \Omega$. It is well known that problem (1.1) admits a unique solution $u$, and if $\Delta \psi \in L^{2}(\Omega)$, then $u$ is an element of $H^{2}(\Omega)$ (see $[10,14]$ ), and the solution $u$ of problem (1.1) is an element of $H^{2}(\Omega)$ that can be characterized as (see [10], for instance)

$$
\begin{cases}-\Delta u+f \geq 0 & \text { a.e. on } \Omega \\ (-\Delta u+f)(u-\psi)=0 & \text { a.e. on } \Omega \\ u-\psi \geq 0 & \text { a.e. on } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

As a classical subject in the field of partial differential equations, the obstacle problem is aimed to find a solution which is constrained by a given obstacle to some extent. It has numerous applications in various fields including economics, engineering, biology, computer science, etc. There are several numerical solution methods of the obstacle problem (see, e.g., $[1,6,9-11,13,17,26]$ ). Numerical solution by penalty methods have been considered, e.g., in [9,24]. In this paper, we develop a numerical method for solving a two-dimensional obstacle problem by using the generalized tension splines collocation method and the generalized Newton method. First, problem (1.1) is approximated by a sequence of nonlinear equation problems by using the penalty method given in $[14,16]$. Then we apply the GB-spline collocation method to approximate the solution of a boundary value problem of second order. The discret problem is formulated as to find the generalized tension splines coefficients of a nonsmooth system $\varphi(Y)=Y$, where $\varphi: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. In order to solve the nonsmooth equation, we apply the generalized Newton method (see, e.g., $[4,5,25]$ ). We prove that the generalized tension splines collocation method converges quadratically provided a property, coupling the penalty parameter $\varepsilon$ and the discretization parameter $h$ is satisfied.

Numerical methods to approximate the solution of boundary value problems have been considered by several authors. We only mention the papers [3, 15] and the references therein, which use the bicubic spline collocation method for solving the boundary value problems.

The present paper is organized as follows. In Section 2, we present the penalty method to approximate the obstacle problem by a sequence of second order boundary value problems, we also construct a bicubic spline to approximate the solution of the boundary problem, and we present the generalized Newton method. In Section 3, we show the convergence of the generalized tension spline to the solution of the boundary problem and provide an error estimate. Some numerical results are given in Section 4 to validate our methodology. The study ends with conclusions and remarks in Section 5.

## 2 Bicubic spline collocation method

In this section, we construct a bicubic spline which approximates the solution $u_{\varepsilon}$ of problem (2.1), with $\Omega$ being the interval $I \times J=(a, b)^{2} \subset \mathbb{R}^{2}$. We denote by $\|\cdot\|$ the Euclidean norm on $\mathbb{R}^{(n+1)(n+1)}$, by $\|\cdot\|_{\infty}$ the uniform norm, by $\otimes$ Kronecker product (tensor product) and by $\odot$ the biproduct of matrices.

By using the penalty method (see [14, p. 110], [16]), an approximate solution $u_{\varepsilon}$ of problem (1.1) can be characterized as the following boundary value problem (see [14, p. 107], [16]):

$$
\begin{cases}-\Delta u_{\varepsilon}=\max (-\Delta \psi+f, 0) \theta_{\varepsilon}\left(u_{\varepsilon}-\psi\right)-f & \text { in } \Omega  \tag{2.1}\\ u_{\varepsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

where $\theta_{\varepsilon}$ is a sequence of Lipschitz functions which tend to the function $\theta$ defined by

$$
\theta_{\varepsilon}(t)= \begin{cases}1, & t \leq 0  \tag{2.2}\\ 1-\frac{t}{\varepsilon}, & 0 \leq t \leq \varepsilon \\ 0, & t \geq \varepsilon\end{cases}
$$

If we put

$$
J_{\varepsilon}\left(x, y, u_{\varepsilon}(x, y)\right)=\max (-\Delta \psi(x, y)+f(x, y), 0) \Theta_{\varepsilon}
$$

with

$$
\Theta_{\varepsilon}=\theta_{\varepsilon}\left(u_{\varepsilon}(x, y)-\psi(x, y)\right)-f(x, y)
$$

then problem (2.1) becomes

$$
\begin{cases}-\Delta u_{\varepsilon}=J_{\varepsilon}\left(\cdot, u_{\varepsilon}\right) & \text { on } \Omega,  \tag{2.3}\\ u_{\varepsilon}(a, y)=u_{\varepsilon}(x, b)=0, & x, y \in(a, b) .\end{cases}
$$

It is easy to see that $J_{\varepsilon}$ is a nonlinear continuous function on $u_{\varepsilon}$; and for any two functions $u_{\varepsilon}$ and $v_{\varepsilon}, J_{\varepsilon}$ satisfies the following Lipschitz condition:

$$
\begin{equation*}
\left|J_{\varepsilon}\left(x, y, u_{\varepsilon}(x, y)\right)-J_{\varepsilon}\left(x, y, v_{\varepsilon}(x, y)\right)\right| \leq L_{\varepsilon}\left|u_{\varepsilon}(x, y)-v_{\varepsilon}(x, y)\right| \text { a.e. on }(x, y) \in \Omega \tag{2.4}
\end{equation*}
$$

where

$$
L_{\varepsilon}=\frac{1}{\varepsilon}\|-\Delta \psi+f\|_{\infty}=\frac{1}{\varepsilon} \max _{(x, y) \in \Omega}|-\Delta \psi(x, y)+f(x, y)|
$$

Now, let

$$
\begin{aligned}
& \Pi_{x}=\left\{a=x_{-3}=\cdots=x_{0}<x_{1}<\cdots<x_{n+1}=\cdots=x_{n+3}=b\right\} \\
& \Pi_{y}=\left\{a=y_{-3}=\cdots=y_{0}<y_{1}<\cdots<y_{n+1}=\cdots=y_{n+3}=b\right\}
\end{aligned}
$$

be the subdivisions of the intervals $I$ and $J$, respectively, with $x_{i}=a+i h$ and $y_{j}=a+j h$, where $0 \leq i, j \leq n$ and $h=(b-a) / n$. The partition $\Pi_{x y}=\Pi_{x} \otimes \Pi_{y}$ subdivides $\Omega$ into smaller rectangles in the plane:

$$
T=\left\{(x, y): x_{i} \leq x \leq x_{i+1}, y_{j} \leq y \leq y_{j+1}, i, j=-3, \ldots, n-1\right\}
$$

Denote by

$$
S_{4}^{b i c u}\left(\Omega, \Pi_{x y}\right)=S_{4}^{c u b}\left(I, \Pi_{x}\right) \otimes S_{4}^{c u b}\left(J, \Pi_{y}\right)
$$

a bicubic spline with respect to the partition $\Pi_{x y}$ with $S_{4}^{c u b}\left(I, \Pi_{x}\right)$ (resp. $\left.S_{4}^{c u b}\left(J, \Pi_{y}\right)\right)$, the space of piecewise polynomials of degree 3 over the subdivision $\Pi_{x}\left(\right.$ resp. $\left.\Pi_{y}\right)$ and of class $\mathcal{C}^{2}$ everywhere on $I$ (resp. $J$ ).

Moreover, let $\left\{B_{-3}^{x}, B_{-2}^{x}, \ldots, B_{n-1}^{x}\right\}$ (resp. $\left\{B_{-3}^{y}, \ldots, B_{n-1}^{y}\right\}$ ) be a $B$-spline basis of $S_{4}^{c u b}\left(I, \Pi_{x}\right)$ (resp. $\left.S_{4}^{c u b}\left(J, \Pi_{y}\right)\right)$. By applying the tensor product method (see [19]), we obtain the following bicubic spline interpolation.

Proposition 2.1 (see [19]). Let $u_{\epsilon}$ be a solution of problem (2.3). Then there exists a unique bicubic spline interpolant $S_{\epsilon} \in S_{4}^{b i c u}\left(\Omega, \Pi_{x y}\right)$ of $u_{\epsilon}$ which satisfies

$$
S_{\epsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)=u_{\epsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right), \quad i, j=0, \ldots, n+2
$$

where

$$
\begin{array}{ll}
\tau_{0}^{x}=x_{0}, & \tau_{i}^{x}=\frac{x_{i}+x_{i-1}}{2}, \quad 1 \leq i \leq n, \quad \tau_{n+1}^{x}=x_{n-1}, \quad \tau_{n+2}^{x}=x_{n} \\
\tau_{0}^{y}=y_{0}, \quad \tau_{j}^{y}=\frac{y_{j}+y_{j-1}}{2}, \quad 1 \leq j \leq n, \quad \tau_{n+1}^{y}=y_{n-1}, \quad \tau_{n+2}^{y}=y_{n}
\end{array}
$$

If we put

$$
S_{\varepsilon}(x, y)=\sum_{p, q=-3}^{n-1} c_{p, q, \varepsilon} B_{p}^{x}(x) B_{q}^{y}(y)
$$

then by using the boundary conditions of problem (2.3) we obtain

$$
c_{-3, q, \varepsilon}=S_{\varepsilon}(a, y)=u_{\varepsilon}(a, y)=0, \quad q=-3, \ldots, n-1
$$

and

$$
c_{p, n-1, \varepsilon}=S_{\varepsilon}(x, b)=u_{\varepsilon}(x, b)=0, \quad p=-3, \ldots, n-1
$$

Hence

$$
S_{\varepsilon}(x, y)=\sum_{p, q=-2}^{n-2} c_{p, q, \varepsilon} B_{p}^{x}(x) B_{q}^{y}(y)
$$

Furthermore, for any $u_{\varepsilon} \in H^{4}(\Omega)$, where $H^{4}(\Omega)=\left\{u \in L^{2}(\Omega) ; \partial^{\alpha} u \in L^{2}(\Omega),|\alpha| \leq 4\right\}$ is the Sobolev space (see [8]), we have

$$
\begin{equation*}
-\Delta S_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)=J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}, u_{\varepsilon}\right)+O(1), \quad i, j=1, \ldots, n+1 \tag{2.5}
\end{equation*}
$$

The bicubic spline collocation method, presented in this paper, constructs numerically a bicubic spline $\widetilde{S}_{\varepsilon}=\sum_{p, q=-3}^{n-1} \widetilde{c}_{p, q, \varepsilon} B_{p}^{x} B_{q}^{y}$ which satisfies equation (2.3) at the points $\left(\tau_{i}^{x}, \tau_{j}^{y}\right), i, j=0, \ldots, n+2$. It is easy to see that

$$
\widetilde{c}_{-3, q, \varepsilon}=\widetilde{c}_{p, n-1, \varepsilon}=0 \text { for } p, q=-3, \ldots, n-1
$$

and the coefficients $\widetilde{c}_{p, q, \varepsilon}, p, q=-2, \ldots, n-2$, satisfy the following nonlinear system with $(n+1)^{2}$ equations:

$$
\begin{equation*}
\sum_{p, q=-2}^{n-2} \widetilde{c}_{p, q, \varepsilon} \Delta B_{p}^{x}\left(\tau_{i}^{x}\right) B_{q}^{y}\left(\tau_{j}^{y}\right)=-J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}, \sum_{p, q=-2}^{n-2} \widetilde{c}_{p, q, \varepsilon} B_{p}^{x}\left(\tau_{i}^{x}\right) B_{q}^{y}\left(\tau_{j}^{y}\right)\right) \text { for } i, j=1, \ldots, n+1 \tag{2.6}
\end{equation*}
$$

Since

$$
\Delta B_{p}^{x}\left(\tau_{i}^{x}\right) B_{q}^{y}\left(\tau_{j}^{y}\right)=B_{p}^{x}\left(\tau_{i}^{x}\right) \Delta B_{q}^{y}\left(\tau_{j}^{y}\right)+B_{q}^{y}\left(\tau_{j}^{y}\right) \Delta B_{p}^{x}\left(\tau_{i}^{x}\right)
$$

relations (2.5) and (2.6) can be written in the matrix form, respectively, as follows:

$$
\begin{align*}
& 2\left(A_{h} \odot B_{h}\right) C_{\varepsilon}=-F_{\varepsilon}-\widehat{E}_{\varepsilon} \\
& 2\left(A_{h} \odot B_{h}\right) \widetilde{C}_{\varepsilon}=-F_{\widetilde{C}_{\varepsilon}} \tag{2.7}
\end{align*}
$$

where

$$
\begin{gathered}
A_{h} \odot B_{h}=\frac{1}{2}\left(A_{h} \otimes B_{h}+B_{h} \otimes A_{h}\right), \\
C_{\varepsilon}=\left[\left(c_{-2, q, \varepsilon}\right)_{-2 \leq q \leq n-2}, \ldots,\left(c_{n-2, q, \varepsilon}\right)_{-2 \leq q \leq n-2}\right]^{T}, \\
\widetilde{C}_{\varepsilon}=\left[\left(\widetilde{c}_{-2, q, \varepsilon}\right)_{-2 \leq q \leq n-2}, \ldots,\left(\widetilde{c}_{n-2, q, \varepsilon}\right)_{-2 \leq q \leq n-2}\right]^{T},
\end{gathered}
$$

for any integer $i$ such that $1 \leq i \leq n+1$,

$$
\begin{aligned}
F_{\varepsilon} & =\left[J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{1}^{y}, u_{\varepsilon}\left(\tau_{i}^{x}, \tau_{1}^{y}\right)\right), \ldots, J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{n+1}^{y}, u_{\varepsilon}\left(\tau_{i}^{x}, \tau_{n+1}^{y}\right)\right)\right]^{T} \\
F_{\widetilde{C}_{\varepsilon}} & =\left[J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{1}^{y}, \widetilde{S}_{\varepsilon}\left(\tau_{i}^{x}, \tau_{1}^{y}\right)\right), \ldots, J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{n+1}^{y}, \widetilde{S}_{\varepsilon}\left(\tau_{i}^{x}, \tau_{n+1}^{y}\right)\right)\right]^{T}
\end{aligned}
$$

and $\widehat{E}_{\varepsilon}$ is a vector, where each component is of order $O(1)$. It is well known that $A_{h}=\frac{1}{h^{2}} A$ and $B_{h}=B$, where $A$ and $B$ are the matrices independent of $h$ given as follows:

$$
A=\left[\begin{array}{cccccccc}
\frac{-15}{4} & \frac{1}{4} & \frac{1}{2} & 0 & \ldots & & & 0 \\
\frac{3}{4} & \frac{-3}{4} & \frac{-1}{2} & \frac{1}{2} & 0 & \ldots & & 0 \\
0 & \frac{1}{2} & \frac{-1}{2} & \frac{-1}{2} & \frac{1}{2} & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & \frac{1}{2} & \frac{-1}{2} & \frac{-1}{2} & \frac{1}{2} & 0 \\
0 & \ldots & & 0 & \frac{1}{2} & \frac{-1}{2} & \frac{-3}{4} & \frac{3}{4} \\
0 & \ldots & & & 0 & \frac{1}{2} & \frac{1}{4} & \frac{-15}{4} \\
0 & \ldots & & & & & 1 & \frac{-5}{2} \\
\hline \frac{3}{2}
\end{array}\right]
$$

Then relation (2.7) becomes

$$
\begin{align*}
& (A \odot B) C_{\varepsilon}=-\frac{1}{2} h^{4} F_{\varepsilon}-E_{\varepsilon} \\
& (A \odot B) \widetilde{C}_{\varepsilon}=-\frac{1}{2} h^{2} F_{\widetilde{C}_{\varepsilon}} \tag{2.8}
\end{align*}
$$

with $E_{\varepsilon}$ being a vector, where each of its components is of order $O\left(h^{2}\right)$.
As the matrices $A$ and $B$ are invertible (see [18]), then $A \odot B$ is invertible (see [12]) and

$$
\begin{equation*}
(A \odot B)^{-1}=A^{-1} \odot B^{-1} \tag{2.9}
\end{equation*}
$$

Proposition 2.2. Assume that the penalty parameter $\varepsilon$ and the discretization parameter $h$ satisfy the following relation:

$$
\begin{equation*}
h^{2}\|-\Delta \psi+f\|_{\infty}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}<2 \varepsilon \tag{2.10}
\end{equation*}
$$

Then there exists a unique bicubic spline which approximates the exact solution $u_{\varepsilon}$ of problem (2.3).

Proof. From relation (2.8), we have

$$
\widetilde{C}_{\varepsilon}=-\frac{1}{2} h^{2} A^{-1} \odot B^{-1} F_{\widetilde{C}_{\varepsilon}}
$$

Let $\varphi: \mathbb{R}^{(n+1)(n+1)} \rightarrow \mathbb{R}^{(n+1)(n+1)}$ be a function defined by

$$
\varphi(Y)=-\frac{1}{2} h^{2} A^{-1} \odot B^{-1} F_{Y}
$$

To prove the existence of bicubic spline collocation, it suffices to prove that $\varphi$ admits a unique fixed point. Indeed, let $Y_{1}$ and $Y_{2}$ be two vectors of $\mathbb{R}^{(n+1)(n+1)}$. Then we have

$$
\begin{equation*}
\left\|\varphi\left(Y_{1}\right)-\varphi\left(Y_{2}\right)\right\| \leq \frac{1}{2} h^{2}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}\left\|F_{Y_{1}}-F_{Y_{2}}\right\|_{\infty} \tag{2.11}
\end{equation*}
$$

Using relation (2.4) and the fact that $\sum_{p, q=-2}^{n-2} B_{p}^{x} B_{q}^{y} \leq 1$, we get

$$
\begin{aligned}
& \left|J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}, S_{Y_{1}}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)\right)-J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}, S_{Y_{2}}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)\right)\right| \\
& \quad \leq L_{\varepsilon}\left|S_{Y_{1}}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)-S_{Y_{2}}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)\right| \leq L_{\varepsilon}\left\|Y_{1}-Y_{2}\right\|_{\infty},
\end{aligned}
$$

where $L_{\varepsilon}=\frac{1}{\varepsilon}\|-\Delta \psi+f\|_{\infty}$. Then we obtain

$$
\left\|F_{Y_{1}}-F_{Y_{2}}\right\|_{\infty} \leq L_{\varepsilon}\left\|Y_{1}-Y_{2}\right\|_{\infty}
$$

From relation (2.11), we conclude that

$$
\left\|\varphi\left(Y_{1}\right)-\varphi\left(Y_{2}\right)\right\| \leq L_{\varepsilon} \frac{1}{2} h^{2}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}\left\|Y_{1}-Y_{2}\right\|_{\infty}
$$

Thus we have

$$
\left\|\varphi\left(Y_{1}\right)-\varphi\left(Y_{2}\right)\right\| \leq k\left\|Y_{1}-Y_{2}\right\|_{\infty}
$$

with $k=\frac{1}{2} h^{2}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}$, by relation (2.10). Hence the function $\varphi$ admits a unique fixed point.
In order to calculate the coefficients of the generalized tension spline collocation given by the nonsmooth system

$$
\widetilde{C_{\varepsilon}}=\varphi\left(\widetilde{C}_{\varepsilon}\right)
$$

we propose the generalized Newton method defined by

$$
\widetilde{C}_{\varepsilon}^{(k+1)}=\widetilde{C}_{\varepsilon}^{(k)}-\left(I_{n+1}-V_{k}\right)^{-1}\left(\widetilde{C}_{\varepsilon}^{(k)}-\varphi\left(\widetilde{C}_{\varepsilon}^{(k)}\right)\right)
$$

where $I_{(n+1)(n+1)}$ is the unit matrix of order $(n+1)(n+1)$ and $V_{k}$ is the generalized Jacobian of the function $\widetilde{C}_{\varepsilon} \mapsto \varphi\left(\widetilde{C}_{\varepsilon}\right)$ (see, e.g., $[4,5,25]$ ).

## 3 Convergence of the method

Theorem 3.1. If we assume that the penalty parameter $\varepsilon$ and the discretization parameter $h$ satisfy the relation

$$
\begin{equation*}
h^{2}\|-\Delta \psi+f\|_{\infty}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}<\varepsilon \tag{3.1}
\end{equation*}
$$

then the bicubic spline $\widetilde{S}_{\varepsilon}$ converges to the solution $u_{\varepsilon}$. Moreover, the error estimate $\left\|u_{\varepsilon}-\widetilde{S}_{\varepsilon}\right\|_{\infty}$ is of order $O\left(h^{2}\right)$.

Proof. From (2.8) and (2.9), we have

$$
C_{\varepsilon}-\widetilde{C}_{\varepsilon}=-\frac{1}{2} h^{4} A^{-1} \odot B^{-1}\left(F_{\varepsilon}-F_{\widetilde{C}_{\varepsilon}}\right)-A^{-1} \odot B^{-1} E_{\varepsilon}
$$

Since $E_{\varepsilon}$ is of order $O\left(h^{2}\right)$, there exists a constant $K_{1}$ such that $\left\|E_{\varepsilon}\right\|_{\infty} \leq k_{1} h^{2}$. Hence, we get

$$
\begin{equation*}
\left\|C_{\varepsilon}-\widetilde{C}_{\varepsilon}\right\|_{\infty} \leq \frac{1}{2} h^{2}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}\left\|F_{\varepsilon}-F_{\widetilde{C}_{\varepsilon}}\right\|_{\infty}+K_{1}\left\|A^{-1} \odot B^{-1}\right\|_{\infty} h^{2} \tag{3.2}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
& \left|J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}, u_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)\right)-J_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}, \widetilde{S}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)\right)\right| \\
& \quad \leq L_{\varepsilon}\left|u_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)-\widetilde{S}_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)\right| \leq L_{\varepsilon}\left|u_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)-S_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)\right|+L_{\varepsilon}\left|S_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)-\widetilde{S}_{\varepsilon}\left(\tau_{i}^{x}, \tau_{j}^{y}\right)\right| .
\end{aligned}
$$

Since $S_{\varepsilon}$ is the bicubic spline interpolation of $u_{\varepsilon}$, there exists a constant $K_{2}$ such that

$$
\begin{equation*}
\left\|u_{\varepsilon}-S_{\varepsilon}\right\|_{\infty} \leq K_{2} h^{2} \tag{3.3}
\end{equation*}
$$

Using the fact that

$$
\begin{equation*}
\left|S_{\varepsilon}-\widetilde{S}_{\varepsilon}\right| \leq\left\|C_{\varepsilon}-\widetilde{C}_{\varepsilon}\right\|_{\infty} \sum_{p, q=-2}^{n-2} B_{p}^{x} B_{q}^{y} \leq\left\|C_{\varepsilon}-\widetilde{C}_{\varepsilon}\right\|_{\infty} \tag{3.4}
\end{equation*}
$$

we obtain

$$
\left|F_{\varepsilon}-F_{\widetilde{C}_{\varepsilon}}\right| \leq L_{\varepsilon}\left\|C_{\varepsilon}-\widetilde{C}_{\varepsilon}\right\|_{\infty}+L_{\varepsilon} K_{2} h^{4}
$$

By using relation (3.2) and assumption (3.1), it is easy to see that

$$
\begin{align*}
\left\|C_{\varepsilon}-\widetilde{C}_{\varepsilon}\right\|_{\infty} & \leq \frac{\frac{1}{2} h^{2}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}}{1-L_{\varepsilon} \frac{1}{2} h^{2}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}}\left(K_{2} L_{\varepsilon} h^{2}+2 K_{1}\right) \\
& \leq h^{2}\left\|A^{-1} \odot B^{-1}\right\|_{\infty}\left(K_{2} L_{\varepsilon} h^{2}+2 K_{1}\right) . \tag{3.5}
\end{align*}
$$

Thus

$$
\left\|u_{\varepsilon}-\widetilde{S}_{\varepsilon}\right\|_{\infty} \leq\left\|u_{\varepsilon}-S_{\varepsilon}\right\|_{\infty}+\left\|S_{\varepsilon}-\widetilde{S}_{\varepsilon}\right\|_{\infty}
$$

Therefore, from relations (3.3), (3.4) and (3.5), we deduce that $\left\|u_{\varepsilon}-\widetilde{S}_{\varepsilon}\right\|_{\infty}$ is of order $O\left(h^{2}\right)$. Hence, the proof is complete.

Remark 3.1. Theorem 3.1 provides a relation coupling the penalty parameter $\varepsilon$ and the discretization parameter $h$, which guarantees the quadratic convergence of the bicubic spline collocation $\widetilde{S}_{\varepsilon}$ to the solution $u_{\varepsilon}$ of the penalty problem.

We have the interesting properties.
Theorem 3.2 ([14, p. 110], [16]). Let u denote the solution of the variational inequality problem (1.1) and $u_{\varepsilon}, \varepsilon>0$, denote the solution of the penalty problem (2.1) with $\theta_{\varepsilon}$ defined by relation (2.2). Then $\left\{u_{\varepsilon}\right\}$ is a nondecreasing sequence and

$$
u(x, y) \leq u_{\varepsilon}(x, y) \leq u(x, y)+\varepsilon, \quad(x, y) \in \Omega, \text { for } \varepsilon>0
$$

Theorem 3.3. Suppose that $u(x, y)$ is the solution of (1.1) and $u_{b c}(x, y)$ is the approximate solution by our presented method. Then we have

$$
\left\|u(x, y)-u_{b c}(x, y)\right\|_{\infty} \leq \epsilon+k h^{2}, \quad(x, y) \in \Omega, \quad \text { for } \varepsilon>0
$$

where $k$ is a finite constant. Therefore, for sufficiently small $\epsilon$ and $h$, the solution of presented scheme (2.8) converges to the solution of the variational inequality problem (1.1) in the discrete $L_{\infty}$-norm and the rates of convergence are $O\left(\epsilon+h^{2}\right)$.

## 4 Numerical examples

In this section, we give the numerical experiments in order to validate the theoretical results presented in this paper. We report numerical results for solving a two-dimensional obstacle problem by using the bicubic spline method to approximate the solution of the penalty problem (2.3), and the generalized Newton method [23] to determine the coefficients of the bicubic spline collocation.

As a numerical experiment, the example by Bartels and Carstensen [2] with $\Omega=(-1.5,1.5)^{2}$ is considered, however, with an additional mass term. For the obstacle $\psi=0$ and volume force $f=2$, the exact solution is

$$
u(x, y)= \begin{cases}-\frac{r^{2}}{2}-\ln (r)-\frac{1}{2} & \text { if } r=|x|_{2} \geq 1 \\ 0 & \text { otherwise }\end{cases}
$$

As a stopping criteria for the generalized Newton iterations, we have considered that the absolute value of the difference between the input coefficients and the output coefficients is less than $10^{-5}$.


Figure 1. Exact and Approximate solution.

Table 1 shows, for different values of the discretization parameter $h$, the error between the bicubic spline collocation $\widetilde{S}_{\varepsilon}$ and the true solution $u$. We note that the convergence of the solution $\widetilde{S}_{\varepsilon}$ to the function $u$ depends on the discretization parameter $h$ and the penalty parameter $\varepsilon$. Theorem 3.1 implies that for a fixed $h$, this convergence is guaranteed only if there exists $\varepsilon_{h}>0$ such that $\varepsilon \geq \varepsilon_{h}$. Some experimental values of $\varepsilon_{h}$ are given in Table 1.

Theorem 3.3 implies that we have the error estimate between the exact solution and the discrete penalty solution given by $\left\|u(x, y)-u_{b c}(x, y)\right\|_{\infty} \leq \epsilon+k h^{2}$. The obtained results show the convergence of the discrete penalty solution to the solution of the original obstacle problem as the parameters $h$ and $\varepsilon$ get smaller provided they satisfy relation (3.1). Moreover, the numerical error estimates behave like $\varepsilon+k h^{2}$ which confirms what we were expecting.

Table 1. Numerical results

| $\epsilon$ | $10^{-2}$ | $10^{-3}$ | $5 \times 10^{-4}$ | $2 \times 10^{-4}=\varepsilon_{h}$ |
| :--- | :---: | :---: | :---: | :---: |
| For $h=0.05$ |  |  |  |  |
| $\left\\|u-\widetilde{S}_{\varepsilon}\right\\|_{\infty}$ | $5 \times 10^{-3}$ | $10.61 \times 10^{-4}$ | $10.12 \times 10^{-4}$ | $9.84 \times 10^{-4}$ |
| For $h=0.02$ |  |  |  |  |
| $\left\\|u-\widetilde{S}_{\varepsilon}\right\\|_{\infty}$ | $4.7 \times 10^{-3}$ | $7.21 \times 10^{-4}$ | $2.34 \times 10^{-4}$ | $2.03 \times 10^{-4}$ |
| For $h=0.01$ |  |  |  |  |
| $\left\\|u-\widetilde{S}_{\varepsilon}\right\\|_{\infty}$ | $4.63 \times 10^{-4}$ | $7.03 \times 10^{-5}$ | $3.15 \times 10^{-6}$ | $1.84 \times 10^{-6}$ |

## 5 Concluding remarks

In this paper, we have considered an approximation of a bidimensional unilateral obstacle problem by a sequence of penalty problems, which are nonsmooth equation problems, presented in $[14,16]$. Then we have developed a numerical method for solving each nonsmooth equation, based on a bicubic collocation spline method and the generalized Newton method. We have shown the convergence of the method provided that the penalty and discret parameters satisfy relation (3.1). Moreover, we have provided an error estimate of order $O\left(h^{2}\right)$ with respect to the norm $\|\cdot\|_{\infty}$. The obtained numerical results show the convergence of the approximate penalty solutions to the exact one and confirm the error estimates provided in this paper.
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