
Memoirs on Differential Equations and Mathematical Physics
Volume 83, 2021, 43–54

Abdelmajid El hajaji, Abdelhafid Serghini, Said Melliani,
 El Bekkaye Mermri, Khalid Hilal

A BICUBIC SPLINES METHOD FOR SOLVING
A TWO-DIMENSIONAL OBSTACLE PROBLEM



Abstract. The objective of this paper is to develop a numerical method for solving a bidimensional
unilateral obstacle problem. This is based on the bicubic splines collocation method and the generali-
zed Newton method. In this paper, we obtain an approximate expression for solving a bidimensional
unilateral obstacle problem. We show that the approximate formula obtained by the bicubic splines
collocation method is effective. Next, we prove the convergence of the proposed method. The method is
applied to some test examples and the numerical results have been compared with the exact solutions.
The obtained results show the computational efficiency of the method. It can be concluded that
computational efficiency of the method is effective for the two-dimensional obstacle problem.

2010 Mathematics Subject Classification. 65L10, 34B15, 65M22.

Key words and phrases. Obstacle problem, bicubic splines collocation, nonsmooth equation, ge-
neralized Newton method.

ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÉÓ ÌÉÆÀÍÉÀ ÒÉÝáÅÉÈÉ ÌÄÈÏÃÉÓ ÛÄÌÖÛÀÅÄÁÀ ÏÒÂÀÍÆÏÌÉËÄÁÉÀÍÉ ÝÀËÌáÒÉÅÉ
ÃÀÁÒÊÏËÄÁÉÓ ÀÌÏÝÀÍÉÓ ÀÌÏÓÀáÓÍÄËÀÃ. ÉÂÉ Ä×ÖÞÍÄÁÀ ÁÉÊÖÁÖÒÉ ÓÐËÀÉÍÄÁÉÓ ÊÏËÏÊÀÝÉÉÓ
ÌÄÈÏÃÓ ÃÀ ÍÉÖÔÏÍÉÓ ÂÀÍÆÏÂÀÃÄÁÖË ÌÄÈÏÃÓ. ÍÀÛÒÏÌÛÉ ÌÉÙÄÁÖËÉÀ ÌÉÀáËÏÄÁÉÈÉ ÂÀÌÏÓÀ-
áÖËÄÁÀ ÏÒÂÀÍÆÏÌÉËÄÁÉÀÍÉ ÝÀËÌáÒÉÅÉ ÃÀÁÒÊÏËÄÁÉÓ ÐÒÏÁËÄÌÉÓ ÂÀÃÀÓÀàÒÄËÀÃ. ÅÀÜÅÄÍÄÁÈ,
ÒÏÌ ÌÉÀáËÏÄÁÉÈÉ ×ÏÒÌÖËÀ, ÒÏÌÄËÉÝ ÌÉÙÄÁÖËÉÀ ÁÉÊÖÁÖÒÉ ÓÐËÀÉÍÄÁÉÓ ÊÏËÏÊÀÝÉÉÓ ÌÄ-
ÈÏÃÉÈ, Ä×ÄØÔÖÒÉÀ. ÛÄÌÃÄÂ ÃÀÅÀÌÔÊÉÝÄÁÈ ÛÄÌÏÈÀÅÀÆÄÁÖËÉ ÌÄÈÏÃÉÓ ÊÒÄÁÀÃÏÁÀÓ. ÌÄÈÏÃÉ
ÂÀÌÏÚÄÍÄÁÖËÉÀ ÆÏÂÉÄÒÈ ÓÀÔÄÓÔÏ ÌÀÂÀËÉÈÆÄ ÃÀ ÒÉÝáÅÉÈÉ ÛÄÃÄÂÄÁÉ ÛÄÃÀÒÄÁÖËÉÀ ÆÖÓÔ
ÀÌÏáÓÍÄÁÈÀÍ. ÌÉÙÄÁÖËÉ ÛÄÃÄÂÄÁÉ ÀÜÅÄÍÄÁÓ ÌÄÈÏÃÉÓ ÂÀÌÏÈÅËÉÈ Ä×ÄØÔÖÒÏÁÀÓ. ÛÄÉÞËÄÁÀ
ÃÀÅÀÓÊÅÍÀÈ, ÒÏÌ ÌÄÈÏÃÉÓ ÂÀÌÏÈÅËÉÈÉ Ä×ÄØÔÖÒÏÁÀ ÞÀËÀÛÉÀ ÏÒÂÀÍÆÏÌÉËÄÁÉÀÍÉ ÀÌÏÝÀÍÄ-
ÁÉÓÈÅÉÓ ÃÀÁÒÊÏËÄÁÉÈ.
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1 Introduction
In this paper, we consider the following unilateral obstacle problem:

Find u ∈ K such that
∫
Ω

∇u · ∇(v − u) dx+

∫
Ω

f(v − u) dx ≥ 0, ∀ v ∈ K, (1.1)

where Ω ⊂ Rn is a bounded open domain with n ≥ 2, with a smooth boundary ∂Ω, f is an element
of L2(Ω) and K = {v ∈ H1

0 (Ω) | v ≥ ψ a.e. in Ω}. The main point here is that we are considering
an irregular obstacle function ψ which is an element of H1(Ω) with ψ ≤ 0 on ∂Ω. It is well known
that problem (1.1) admits a unique solution u, and if ∆ψ ∈ L2(Ω), then u is an element of H2(Ω)
(see [10,14]), and the solution u of problem (1.1) is an element of H2(Ω) that can be characterized as
(see [10], for instance) 

−∆u+ f ≥ 0 a.e. on Ω,

(−∆u+ f)(u− ψ) = 0 a.e. on Ω,

u− ψ ≥ 0 a.e. on Ω,

u = 0 on ∂Ω.

As a classical subject in the field of partial differential equations, the obstacle problem is aimed to
find a solution which is constrained by a given obstacle to some extent. It has numerous applications
in various fields including economics, engineering, biology, computer science, etc. There are several
numerical solution methods of the obstacle problem (see, e.g., [1,6,9–11,13,17,26]). Numerical solution
by penalty methods have been considered, e.g., in [9,24]. In this paper, we develop a numerical method
for solving a two-dimensional obstacle problem by using the generalized tension splines collocation
method and the generalized Newton method. First, problem (1.1) is approximated by a sequence
of nonlinear equation problems by using the penalty method given in [14, 16]. Then we apply the
GB-spline collocation method to approximate the solution of a boundary value problem of second
order. The discret problem is formulated as to find the generalized tension splines coefficients of a
nonsmooth system φ(Y ) = Y , where φ : Rm → Rm. In order to solve the nonsmooth equation, we
apply the generalized Newton method (see, e.g., [4,5,25]). We prove that the generalized tension splines
collocation method converges quadratically provided a property, coupling the penalty parameter ε and
the discretization parameter h is satisfied.

Numerical methods to approximate the solution of boundary value problems have been considered
by several authors. We only mention the papers [3, 15] and the references therein, which use the
bicubic spline collocation method for solving the boundary value problems.

The present paper is organized as follows. In Section 2, we present the penalty method to approx-
imate the obstacle problem by a sequence of second order boundary value problems, we also construct
a bicubic spline to approximate the solution of the boundary problem, and we present the general-
ized Newton method. In Section 3, we show the convergence of the generalized tension spline to the
solution of the boundary problem and provide an error estimate. Some numerical results are given in
Section 4 to validate our methodology. The study ends with conclusions and remarks in Section 5.

2 Bicubic spline collocation method
In this section, we construct a bicubic spline which approximates the solution uε of problem (2.1),
with Ω being the interval I×J = (a, b)2 ⊂ R2. We denote by ∥ · ∥ the Euclidean norm on R(n+1)(n+1),
by ∥ · ∥∞ the uniform norm, by ⊗ Kronecker product (tensor product) and by ⊙ the biproduct of
matrices.

By using the penalty method (see [14, p. 110], [16]), an approximate solution uε of problem (1.1)
can be characterized as the following boundary value problem (see [14, p. 107], [16]):{

−∆uε = max(−∆ψ + f, 0)θε(uε − ψ)− f in Ω,

uε = 0 on ∂Ω,
(2.1)
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where θε is a sequence of Lipschitz functions which tend to the function θ defined by

θε(t) =


1, t ≤ 0,

1− t

ε
, 0 ≤ t ≤ ε,

0, t ≥ ε.

(2.2)

If we put
Jε(x, y, uε(x, y)) = max(−∆ψ(x, y) + f(x, y), 0)Θε

with
Θε = θε(uε(x, y)− ψ(x, y))− f(x, y),

then problem (2.1) becomes {
−∆uε = Jε( · , uε) on Ω,

uε(a, y) = uε(x, b) = 0, x, y ∈ (a, b).
(2.3)

It is easy to see that Jε is a nonlinear continuous function on uε; and for any two functions uε and
vε, Jε satisfies the following Lipschitz condition:∣∣Jε(x, y, uε(x, y))− Jε(x, y, vε(x, y))

∣∣ ≤ Lε|uε(x, y)− vε(x, y)| a.e. on (x, y) ∈ Ω, (2.4)

where
Lε =

1

ε
∥ −∆ψ + f∥∞ =

1

ε
max

(x,y)∈Ω
| −∆ψ(x, y) + f(x, y)|.

Now, let

Πx =
{
a = x−3 = · · · = x0 < x1 < · · · < xn+1 = · · · = xn+3 = b

}
,

Πy = {a = y−3 = · · · = y0 < y1 < · · · < yn+1 = · · · = yn+3 = b
}

be the subdivisions of the intervals I and J , respectively, with xi = a + ih and yj = a + jh, where
0 ≤ i, j ≤ n and h = (b− a)/n. The partition Πxy = Πx ⊗Πy subdivides Ω into smaller rectangles in
the plane:

T =
{
(x, y) : xi ≤ x ≤ xi+1, yj ≤ y ≤ yj+1, i, j = −3, . . . , n− 1

}
.

Denote by
Sbicu
4 (Ω,Πxy) = Scub

4 (I,Πx)⊗ Scub
4 (J,Πy)

a bicubic spline with respect to the partition Πxy with Scub
4 (I,Πx) (resp. Scub

4 (J,Πy)), the space of
piecewise polynomials of degree 3 over the subdivision Πx (resp. Πy) and of class C2 everywhere on I
(resp. J).

Moreover, let {Bx
−3, B

x
−2, . . . , B

x
n−1} (resp. {By

−3, . . . , B
y
n−1}) be a B-spline basis of Scub

4 (I,Πx)
(resp. Scub

4 (J,Πy)). By applying the tensor product method (see [19]), we obtain the following bicubic
spline interpolation.

Proposition 2.1 (see [19]). Let uϵ be a solution of problem (2.3). Then there exists a unique bicubic
spline interpolant Sϵ ∈ Sbicu

4 (Ω,Πxy) of uϵ which satisfies

Sϵ(τ
x
i , τ

y
j ) = uϵ(τ

x
i , τ

y
j ), i, j = 0, . . . , n+ 2,

where

τx0 = x0, τxi =
xi + xi−1

2
, 1 ≤ i ≤ n, τxn+1 = xn−1, τxn+2 = xn,

τy0 = y0, τyj =
yj + yj−1

2
, 1 ≤ j ≤ n, τyn+1 = yn−1, τyn+2 = yn.



A Bicubic Splines Method for Solving a Two-Dimensional Obstacle Problem 47

If we put

Sε(x, y) =

n−1∑
p,q=−3

cp,q,εB
x
p (x)B

y
q (y),

then by using the boundary conditions of problem (2.3) we obtain

c−3,q,ε = Sε(a, y) = uε(a, y) = 0, q = −3, . . . , n− 1,

and
cp,n−1,ε = Sε(x, b) = uε(x, b) = 0, p = −3, . . . , n− 1.

Hence

Sε(x, y) =

n−2∑
p,q=−2

cp,q,εB
x
p (x)B

y
q (y).

Furthermore, for any uε ∈ H4(Ω), where H4(Ω) = {u ∈ L2(Ω); ∂αu ∈ L2(Ω), |α| ≤ 4} is the Sobolev
space (see [8]), we have

−∆Sε(τ
x
i , τ

y
j ) = Jε(τ

x
i , τ

y
j , uε) +O(1), i, j = 1, . . . , n+ 1. (2.5)

The bicubic spline collocation method, presented in this paper, constructs numerically a bicubic spline

S̃ε =
n−1∑

p,q=−3
c̃p,q,εB

x
pB

y
q which satisfies equation (2.3) at the points (τxi , τ

y
j ), i, j = 0, . . . , n + 2. It is

easy to see that
c̃−3,q,ε = c̃p,n−1,ε = 0 for p, q = −3, . . . , n− 1

and the coefficients c̃p,q,ε, p, q = −2, . . . , n − 2, satisfy the following nonlinear system with (n + 1)2

equations:

n−2∑
p,q=−2

c̃p,q,ε∆B
x
p (τ

x
i )B

y
q (τ

y
j ) = −Jε(τxi , τ

y
j ,

n−2∑
p,q=−2

c̃p,q,εB
x
p (τ

x
i )B

y
q (τ

y
j )) for i, j = 1, . . . , n+ 1. (2.6)

Since
∆Bx

p (τ
x
i )B

y
q (τ

y
j ) = Bx

p (τ
x
i )∆B

y
q (τ

y
j ) +By

q (τ
y
j )∆B

x
p (τ

x
i ),

relations (2.5) and (2.6) can be written in the matrix form, respectively, as follows:

2(Ah ⊙Bh)Cε = −Fε − Êε,

2(Ah ⊙Bh)C̃ε = −FC̃ε
,

(2.7)

where

Ah ⊙Bh =
1

2
(Ah ⊗Bh +Bh ⊗Ah),

Cε =
[
(c−2,q,ε)−2≤q≤n−2, . . . , (cn−2,q,ε)−2≤q≤n−2

]T
,

C̃ε =
[
(c̃−2,q,ε)−2≤q≤n−2, . . . , (c̃n−2,q,ε)−2≤q≤n−2

]T
,

for any integer i such that 1 ≤ i ≤ n+ 1,

Fε =
[
Jε
(
τxi , τ

y
1 , uε(τ

x
i , τ

y
1 )
)
, . . . , Jε

(
τxi , τ

y
n+1, uε(τ

x
i , τ

y
n+1)

)]T
,

FC̃ε
=

[
Jε
(
τxi , τ

y
1 , S̃ε(τ

x
i , τ

y
1 )
)
, . . . , Jε

(
τxi , τ

y
n+1, S̃ε(τ

x
i , τ

y
n+1)

)]T
,
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and Êε is a vector, where each component is of order O(1). It is well known that Ah = 1
h2 A and

Bh = B, where A and B are the matrices independent of h given as follows:

A =



−15

4

1

4

1

2
0 . . . 0

3

4

−3

4

−1

2

1

2
0 . . . 0

0
1

2

−1

2

−1

2

1

2
0 . . . 0

... . . . . . . . . . . . . . . . . . . ...

0 . . . 0
1

2

−1

2

−1

2

1

2
0

0 . . . 0
1

2

−1

2

−3

4

3

4

0 . . . 0
1

2

1

4

−15

4

0 . . . 0 1
−5

2

3

2



B =



57

96

25

96

1

48
0 . . . 0

3

96

45

96

23

48

1

48
0 . . . 0

0
1

48

23

48

45

96

3

96
0 . . . 0

... . . . . . . . . . . . . . . . . . . ...

0 . . . 0
1

48

23

48

45

96

3

96
0

0 . . . 0
1

48

25

96

57

96

0 . . . 0
1

6

7

12

1

4



.

Then relation (2.7) becomes

(A⊙B)Cε = −1

2
h4Fε − Eε,

(A⊙B)C̃ε = −1

2
h2FC̃ε

(2.8)

with Eε being a vector, where each of its components is of order O(h2).
As the matrices A and B are invertible (see [18]), then A⊙B is invertible (see [12]) and

(A⊙B)−1 = A−1 ⊙B−1. (2.9)

Proposition 2.2. Assume that the penalty parameter ε and the discretization parameter h satisfy the
following relation:

h2∥ −∆ψ + f∥∞∥A−1 ⊙B−1∥∞ < 2ε. (2.10)

Then there exists a unique bicubic spline which approximates the exact solution uε of problem (2.3).
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Proof. From relation (2.8), we have

C̃ε = −1

2
h2A−1 ⊙B−1FC̃ε

.

Let φ : R(n+1)(n+1) → R(n+1)(n+1) be a function defined by

φ(Y ) = −1

2
h2A−1 ⊙B−1FY .

To prove the existence of bicubic spline collocation, it suffices to prove that φ admits a unique fixed
point. Indeed, let Y1 and Y2 be two vectors of R(n+1)(n+1). Then we have

∥φ(Y1)− φ(Y2)∥ ≤ 1

2
h2∥A−1 ⊙B−1∥∞∥FY1

− FY2
∥∞. (2.11)

Using relation (2.4) and the fact that
n−2∑

p,q=−2
Bx

pB
y
q ≤ 1, we get

∣∣∣Jε(τxi , τyj , SY1
(τxi , τ

y
j )
)
− Jε

(
τxi , τ

y
j , SY2

(τxi , τ
y
j )
)∣∣∣

≤ Lε

∣∣SY1(τ
x
i , τ

y
j )− SY2(τ

x
i , τ

y
j )
∣∣ ≤ Lε∥Y1 − Y2∥∞,

where Lε =
1
ε ∥ −∆ψ + f∥∞. Then we obtain

∥FY1
− FY2

∥∞ ≤ Lε∥Y1 − Y2∥∞.

From relation (2.11), we conclude that

∥φ(Y1)− φ(Y2)∥ ≤ Lε
1

2
h2∥A−1 ⊙B−1∥∞∥Y1 − Y2∥∞.

Thus we have
∥φ(Y1)− φ(Y2)∥ ≤ k∥Y1 − Y2∥∞,

with k = 1
2 h

2∥A−1⊙B−1∥∞, by relation (2.10). Hence the function φ admits a unique fixed point.

In order to calculate the coefficients of the generalized tension spline collocation given by the
nonsmooth system

C̃ε = φ(C̃ε),

we propose the generalized Newton method defined by

C̃(k+1)
ε = C̃(k)

ε − (In+1 − Vk)
−1

(
C̃(k)

ε − φ(C̃(k)
ε )

)
,

where I(n+1)(n+1) is the unit matrix of order (n+ 1)(n+ 1) and Vk is the generalized Jacobian of the
function C̃ε 7→ φ(C̃ε) (see, e.g., [4, 5, 25]).

3 Convergence of the method
Theorem 3.1. If we assume that the penalty parameter ε and the discretization parameter h satisfy
the relation

h2∥ −∆ψ + f∥∞∥A−1 ⊙B−1∥∞ < ε. (3.1)

then the bicubic spline S̃ε converges to the solution uε. Moreover, the error estimate ∥uε − S̃ε∥∞ is of
order O(h2).
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Proof. From (2.8) and (2.9), we have

Cε − C̃ε = −1

2
h4A−1 ⊙B−1(Fε − FC̃ε

)−A−1 ⊙B−1Eε.

Since Eε is of order O(h2), there exists a constant K1 such that ∥Eε∥∞ ≤ k1h
2. Hence, we get

∥Cε − C̃ε∥∞ ≤ 1

2
h2∥A−1 ⊙B−1∥∞∥Fε − FC̃ε

∥∞ +K1∥A−1 ⊙B−1∥∞h2. (3.2)

On the other hand, we have∣∣∣Jε(τxi , τyj , uε(τxi , τyj ))− Jε
(
τxi , τ

y
j , S̃(τ

x
i , τ

y
j )
)∣∣∣

≤ Lε

∣∣uε(τxi , τyj )− S̃ε(τ
x
i , τ

y
j )
∣∣ ≤ Lε

∣∣uε(τxi , τyj )− Sε(τ
x
i , τ

y
j )
∣∣+ Lε

∣∣Sε(τ
x
i , τ

y
j )− S̃ε(τ

x
i , τ

y
j )
∣∣.

Since Sε is the bicubic spline interpolation of uε, there exists a constant K2 such that

∥uε − Sε∥∞ ≤ K2h
2. (3.3)

Using the fact that

|Sε − S̃ε| ≤ ∥Cε − C̃ε∥∞
n−2∑

p,q=−2

Bx
pB

y
q ≤ ∥Cε − C̃ε∥∞, (3.4)

we obtain
|Fε − FC̃ε

| ≤ Lε∥Cε − C̃ε∥∞ + LεK2h
4.

By using relation (3.2) and assumption (3.1), it is easy to see that

∥Cε − C̃ε∥∞ ≤
1
2 h

2∥A−1 ⊙B−1∥∞
1− Lε

1
2 h

2∥A−1 ⊙B−1∥∞
(K2Lεh

2 + 2K1)

≤ h2∥A−1 ⊙B−1∥∞(K2Lεh
2 + 2K1). (3.5)

Thus
∥uε − S̃ε∥∞ ≤ ∥uε − Sε∥∞ + ∥Sε − S̃ε∥∞.

Therefore, from relations (3.3), (3.4) and (3.5), we deduce that ∥uε − S̃ε∥∞ is of order O(h2). Hence,
the proof is complete.

Remark 3.1. Theorem 3.1 provides a relation coupling the penalty parameter ε and the discretization
parameter h, which guarantees the quadratic convergence of the bicubic spline collocation S̃ε to the
solution uε of the penalty problem.

We have the interesting properties.

Theorem 3.2 ([14, p. 110], [16]). Let u denote the solution of the variational inequality problem (1.1)
and uε, ε > 0, denote the solution of the penalty problem (2.1) with θε defined by relation (2.2). Then
{uε} is a nondecreasing sequence and

u(x, y) ≤ uε(x, y) ≤ u(x, y) + ε, (x, y) ∈ Ω, for ε > 0.

Theorem 3.3. Suppose that u(x, y) is the solution of (1.1) and ubc(x, y) is the approximate solution
by our presented method. Then we have

∥u(x, y)− ubc(x, y)∥∞ ≤ ϵ+ kh2, (x, y) ∈ Ω, for ε > 0,

where k is a finite constant. Therefore, for sufficiently small ϵ and h, the solution of presented scheme
(2.8) converges to the solution of the variational inequality problem (1.1) in the discrete L∞-norm and
the rates of convergence are O(ϵ+ h2).
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4 Numerical examples
In this section, we give the numerical experiments in order to validate the theoretical results presented
in this paper. We report numerical results for solving a two-dimensional obstacle problem by using the
bicubic spline method to approximate the solution of the penalty problem (2.3), and the generalized
Newton method [23] to determine the coefficients of the bicubic spline collocation.

As a numerical experiment, the example by Bartels and Carstensen [2] with Ω = (−1.5, 1.5)2 is
considered, however, with an additional mass term. For the obstacle ψ = 0 and volume force f = 2,
the exact solution is

u(x, y) =

−r
2

2
− ln(r)− 1

2
if r = |x|2 ≥ 1,

0 otherwise.

As a stopping criteria for the generalized Newton iterations, we have considered that the absolute
value of the difference between the input coefficients and the output coefficients is less than 10−5.

Figure 1. Exact and Approximate solution.

Table 1 shows, for different values of the discretization parameter h, the error between the bicubic
spline collocation S̃ε and the true solution u. We note that the convergence of the solution S̃ε to
the function u depends on the discretization parameter h and the penalty parameter ε. Theorem 3.1
implies that for a fixed h, this convergence is guaranteed only if there exists εh > 0 such that ε ≥ εh.
Some experimental values of εh are given in Table 1.
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Theorem 3.3 implies that we have the error estimate between the exact solution and the discrete
penalty solution given by ∥u(x, y)−ubc(x, y)∥∞ ≤ ϵ+kh2. The obtained results show the convergence
of the discrete penalty solution to the solution of the original obstacle problem as the parameters h
and ε get smaller provided they satisfy relation (3.1). Moreover, the numerical error estimates behave
like ε+ kh2 which confirms what we were expecting.

Table 1. Numerical results

ϵ 10−2 10−3 5× 10−4 2× 10−4 = εh

For h = 0.05

∥u− S̃ε∥∞ 5× 10−3 10.61× 10−4 10.12× 10−4 9.84× 10−4

For h = 0.02

∥u− S̃ε∥∞ 4.7× 10−3 7.21× 10−4 2.34× 10−4 2.03× 10−4

For h = 0.01

∥u− S̃ε∥∞ 4.63× 10−4 7.03× 10−5 3.15× 10−6 1.84× 10−6

5 Concluding remarks
In this paper, we have considered an approximation of a bidimensional unilateral obstacle problem
by a sequence of penalty problems, which are nonsmooth equation problems, presented in [14, 16].
Then we have developed a numerical method for solving each nonsmooth equation, based on a bicubic
collocation spline method and the generalized Newton method. We have shown the convergence of the
method provided that the penalty and discret parameters satisfy relation (3.1). Moreover, we have
provided an error estimate of order O(h2) with respect to the norm ∥ · ∥∞. The obtained numerical
results show the convergence of the approximate penalty solutions to the exact one and confirm the
error estimates provided in this paper.
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