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Abstract. In this paper, we study the Carathéodory approximate solution for a class of stochastic
differential systems driven by G-Brownian motion. Based on the Carathéodory approximation scheme,
we prove under some suitable conditions that our system has a unique solution and show that the
Carathéodory approximate solutions converge to the solution of the system. Moreover, we prove a
stability theorem for our system.
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ÒÄÆÉÖÌÄ. ÓÔÀÔÉÀÛÉ ÛÄÓßÀÅËÉËÉÀ ÊÀÒÀÈÄÏÃÏÒÉÓ ÌÉÀáËÏÄÁÉÈÉ ÀÌÏÍÀáÓÍÉ ÓÔÏØÀÓÔÖÒ ÃÉ×Ä-
ÒÄÍÝÉÀËÖÒ ÓÉÓÔÄÌÀÈÀ ÊËÀÓÉÓÈÅÉÓ, ÒÏÌÄËÉÝ ÂÀÍÐÉÒÏÁÄÁÖËÉÀ G-ÁÒÀÖÍÉÓ ÌÏÞÒÀÏÁÉÈ. ÊÀ-
ÒÀÈÄÏÃÏÒÉÓ ÌÉÀáËÏÄÁÉÓ ÓØÄÌÀÆÄ ÃÀÚÒÃÍÏÁÉÈ ÃÀÌÔÊÉÝÄÁÖËÉÀ, ÒÏÌ ÛÄÓÀ×ÄÒÉÓ ÐÉÒÏÁÄÁÛÉ
ÓÉÓÔÄÌÀÓ ÀØÅÓ ÄÒÈÀÃÄÒÈÉ ÀÌÏÍÀáÓÍÉ ÃÀ ÍÀÜÅÄÍÄÁÉÀ, ÒÏÌ ÊÀÒÀÈÄÏÃÏÒÉÓ ÌÉÀáËÏÄÁÉÈÉ ÀÌÏ-
ÍÀáÓÍÄÁÉ ÊÒÄÁÀÃÉÀ ÓÉÓÔÄÌÉÓ ÀÌ ÀÌÏÍÀáÓÍÉÓÊÄÍ. ÌÏÝÄÌÖËÉ ÓÉÓÔÄÌÉÓÈÅÉÓ ÀÂÒÄÈÅÄ ÃÀÌÔÊÉ-
ÝÄÁÖËÉÀ ÌÃÂÒÀÃÏÁÉÓ ÈÄÏÒÄÌÀ.
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1 Introduction
This paper is intended to study stochastic differential equations (SDE, for short) which have been the
object of sustained attention in recent years because of their interesting structure and usefulness in
various applied fields. The motivation for studying SDEs comes originally from the stochastic optimal
control theory, that is, the adjoint equation in the Pontryagin type maximum principle. After this,
extensive study of SDEs was initiated, and potential for its application was found in applied and
theoretical areas such as stochastic control, mathematical finance, differential geometry, et al. It is
worth pointing out that the SDEs have also been successfully applied to model and to resolve some
interesting problems in mathematical finance, such as problems involving term structure of interest
rates and hedging contingent claims for large investors, etc. See, e.g., [1, 3, 11, 13, 15, 16, 18, 20, 21]
and [24–27,29].

Recently, the theory of G-Brownian motion was introduced by S. Peng. The existence and unique-
ness of solutions for some stochastic differential equations under G-Brownian motion (G-SDEs) with
Lipschitz continuous coefficients were developed by Peng and Gao. In 2006, Peng in [24] (for more de-
tails see [10] and [19,24–29]) introduced the theory of nonlinear expectation, the G-Brownian motion
and defined the related stochastic calculus, especially, stochastic integrals of Itô’s type with respect
to the G-Brownian motion, and derived the related Itô’s formula. In addition, the notion of G-normal
distribution plays the same important role in the theory of nonlinear expectation as that of the nor-
mal distribution with the classical probability. In 2009, Gao in [10] studied pathwise properties and
homeomorphic property with respect to the initial values for stochastic differential equations driven
by the G-Brownian motion. Later, Faizullah et al. extended this theory (see, e.g., [4–9]).

In general, one cannot obtain the explicit solutions of SDEs. The fact that these systems model
phenomena of the real world, the important mathematical questions that concern them are: the
existence and uniqueness of a solution, stability, asymptotic behavior of a solution, etc.

There are many theoretical, analytical and numerical methods and techniques for processing and
studying SDEs. We find this in the references mentioned and others. In this work, we will focus on
the Carathéodory approximation scheme that has been used by many mathematicians to prove the
existence theorem of solutions of ordinary differential equations under weak regularity conditions (see,
e.g., [2, 5, 14,18,22,23]).

Furthermore, in [5], Faizullah introduced the Carathéodory approximation scheme for vector-
valued stochastic differential equations under the G-Brownian motion. It is shown that the Carathéo-
dory approximate solutions converge to the unique solution of the equation. The existence and
uniqueness theorem for G-SDEs is established by using the stated Lipschitz method and the linear
growth conditions

X(t) = X(0) +

t∫
0

f(s,X(s)) ds+

t∫
0

g(s,X(s)) d⟨B⟩(s) +
t∫

0

h(s,X(s)) dB(s), t ∈ [0, T ]. (1.1)

The existence and the uniqueness of the solution X(t) for G-SDEs (1.1) under different conditions
were proved in [1, 4–10,15,17] and [19,24–29].

In this paper, we study the existence, uniqueness and stability of the solution for the following
stochastic differential system driven by the G-Brownian motion (SG-DEs):
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X1(t) = X1(0) +

t∫
0

f1,1(s,X1(s), . . . , Xn(s)) ds

+

t∫
0

f2,1(s,X1(s), . . . , Xn(s)) d⟨B⟩(s) +
t∫

0

f3,1(s,X1(s), . . . , Xn(s)) dB(s),

...

Xn(t) = Xn(0) +

t∫
0

f1,n(s,X1(s), . . . , Xn(s)) ds

+

t∫
0

f2,n(s,X1(s), . . . , Xn(s)) d⟨B⟩(s) +
t∫

0

f3,n(s,X1(s), . . . , Xn(s)) dB(s),

(1.2)

where (X1(0), . . . , Xn(0)) is the given initial condition, (⟨B(t)⟩)t≥0 is the quadratic variation process
of the G-Brownian motion (B(t))t≥0, and all the coefficients fi,j(t, x1, . . . , xn) for 1 ≤ i ≤ 3 and
1 ≤ j ≤ n satisfy the Lipschitz and the linear growth conditions with respect to (x1, . . . , xn). These
results are obtained by using the technics adopted by F. Faizullah [5] in the case where the Lipschitz
and the linear growth constants are time dependant.

The article is organized as follows. In Section 2, we provide some results and definitions necessary
to understand the content of this work. Section 3 is devoted to the existence and uniqueness of the
solution of system (1.2) using the Carathéodory approximation scheme. In the last Section 4 we give
a result of the stability.

2 Preliminaries
In this section, we recall some basic notions, definitions and theorems necessary to understand the
content of this work. For more details concerning this section see, e.g., [5, 10–12,15,26–28] and [24].

Let Ω be a given non-empty set and let H be a linear space of real valued functions defined on Ω
such that any arbitrary constant c ∈ H and if X ∈ H, then |X| ∈ H. We consider that H is the space
of random variables.

Definition 2.1. A functional E : H → R is called sublinear expectation, if for all X, Y in H, c in R
and λ ≥ 0, the following properties are satisfied:

(i) (Monotonicity): if X ≥ Y , then E[X] ≥ E[Y ];

(ii) (Constant preserving): E[c] = c;

(iii) (Sub-additivity): E[X + Y ] ≤ E[X] + E[Y ];

(iv) (Positive homogeneity): E[λX] = λE[X].

The triple (Ω,H,E) is called a sublinear expectation space.

We assume that if X1, X2, . . . , Xn ∈ H, then φ(X1, X2, . . . , Xn) ∈ H for each φ ∈ Cℓ,Lip(Rn), the
set of functions φ : Rn → R satisfying the condition:

|φ(x)− φ(y)| ≤ C(1 + |x|m + |y|m)|x− y| for all x, y ∈ Rn,

where C is a positive constant and m ∈ N∗ depending only on φ.

Definition 2.2. Let X, Y be two n-dimensional random vectors defined on nonlinear expectation
spaces (Ω1,H1,E1) and (Ω2,H2,E2), respectively. They are called identically distributed, denoted by
X

d
= Y , if

E2[φ(Y )] = E1[φ(X)] for each φ ∈ Cℓ,Lip(Rn).
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Definition 2.3. In a sublinear expectation space (Ω,H,E), a random vector Y ∈ Hn is said to be
independent of another random vector X ∈ Hm if

E[φ(X,Y )] = E
[
E[φ(x, Y )]x=X

]
∀φ ∈ Cℓ,Lip(Rm × Rn).

X̃ is called an independent copy of X if X̃ d
= X and X̃ is independent of X.

Let Γ be a closed bounded and convex subset of S+(d), the set of positive and symmetric d-
dimensional matrices. Let

Σ =
{
γγTr : γ ∈ Γ

}
and let G : S+(d) → R is defined by

G(A) =
1

2
sup
γ∈Γ

Tr(γγTrA)

Definition 2.4. In a sublinear expectation space (Ω,H, E), a d-dimensional vector of random vari-
ables X ∈ Hd is G-normal distributed if for each φ ∈ Cℓ,Lip(Rd), the function u(t, x) = E(φ(x+

√
tX))

is the unique viscosity solution of the following parabolic equation called the G-heat equation:
∂u

∂t
= G(D2u),

u(0, x) = φ(x),
(t, x) ∈ R+ × Rd,

where D2u = (∂2
xixj

u)di,j is the Hessian matrix of u.

Remark 2.5. In fact, if d = 1, we have G(α) = 1
2 (σ

2α+−σ2α−), where σ2 = E[X2], σ2 = −E[−X2],
α+ = max(α, 0) and α− = max{−α, 0} (for more details see [24]). We write X ∼ N (0; [σ2, σ2]).

Definition 2.6. A process (B(t))t≥0 in a sublinear expectation space (Ω,H,E) is called a G-Brownian
motion if the following properties are satisfied:

(i) B(0) = 0;

(ii) for each t, s ≥ 0, the increment B(t+ s)−B(t) is N(0; [σ2s, σ2s]-distributed and is independent
of (B(t1), . . . , B(tn)) for each n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t.

We denote by Ω = C0(R) the space of all R-valued continuous functions ω defined on R+ such
that ω(0) = 0, equipped with the distance

ρ(ω1, ω2) =

∞∑
i=1

2−i max
t∈[0,i]

[∣∣(ω1(t)− ω2(t)) ∧ 1
∣∣].

For each fixed T > 0, let

ΩT =
{
ω( · ∧T ), ω ∈ Ω

}
,

Lip(ΩT ) =
{
φ(B(t1), . . . , B(tm)), m ≥ 1, t1, . . . , tm ∈ [0, T ], φ ∈ Cℓ,Lip(Rm)

}
,

where
Lip(Ω) =

∞∪
n=1

Lip(Ωn).

In [24], Peng constructs a sublinear expectation E on (Ω,Lip(Ω)) under which the canonical process
(B(t))t≥0 (i.e., B(t, ω) = ω(t)) is a G-Brownian motion. In what follows, we consider this G-Brownian
motion.

We denote by Lp
G(ΩT ), p ≥ 1, the completion of Lip(ΩT ) under the norm ||X||p = (E[|X|p])

1
p .

Similarly, we denote by Lp
G(Ω) the completion space of Lip(Ω). It was shown in [28] and [24] that

there exists a family of probability measures P on Ω such that

E[X] = sup
P∈P

EP [X] for X ∈ L1
G(Ω),
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where EP stands for the linear expectation under the probability P . We say that a property holds
quasi surely (q.s.) if it holds for each P ∈ P.

For a finite partition of [0, T ], πT = {t0, t1, . . . , tN}, we set

µ(πT ) = max
{
|ti+1 − ti|, 0 ≤ i ≤ N − 1

}
.

Consider the collection Mp,0
G (0, T ) of simple processes defined by

η(t, ω) =

N−1∑
i=0

ξi(ω)I[ti;ti+1[(t),

where
ξi ∈ Lp

G(Ωti), 0 ≤ i ≤ N − 1 and p ≥ 1.

The completion of Mp,0
G (0, T ) under the norm

∥η∥ =

{
1

T

T∫
0

E
[
|η(t)|p

]
dt

} 1
p

is denoted by Mp
G(0, T ). Note that

Mq
G(0, T ) ⊂ Mp

G(0, T ) for 1 ≤ p ≤ q.

Definition 2.7. For each η ∈ M2,0
G (0, T ), the G-Itô integral is defined by

I(η) =

T∫
0

η(v) dB(v) =

N−1∑
i=0

ξi(B(ti+1)−B(ti)).

The mapping η 7−→ I(η) can be extended continuously to M2
G(0, T ).

Definition 2.8. The increasing continuous process (⟨B⟩(t))t≥0 with ⟨B⟩(0) = 0 defined by

⟨B⟩(t) = B2(t)− 2

t∫
0

B(v) dB(v)

is called the quadratic variation process of (B(t))t≥0. Note that ⟨B⟩(t) can be regarded as the limit

in L2
G(Ωt) of

N∑
j=1

(B(tNi+1)−B(tNi ))2, where πN
T = {tN0 , tN1 , . . . , tNk } is a sequence of partitions of [0, T ]

such that µ(πN
T ) tends to 0 when N goes to infinity.

The following Burkholder–Davis–Gundy inequalities play an important role in the study of our
system (see [10] and [29]).

Lemma 2.9. Let p ≥ 1, η ∈ Mp
G(0, T ) and 0 ≤ s ≤ t ≤ T . Then

E
[

sup
s≤u≤t

∣∣∣∣
u∫

s

η(r) d⟨B⟩(r)
∣∣∣∣p] ≤ C1(t− s)p−1

t∫
s

E
[
|η(u)|p

]
du,

where C1 > 0 is a constant independent of η.

Lemma 2.10. Let p ≥ 2, η ∈ Mp
G(0, T ) and 0 ≤ s ≤ t ≤ T . Then

E
[

sup
s≤u≤t

∣∣∣∣
u∫

s

η(r) dB(r)

∣∣∣∣p] ≤ C2|t− s|
p
2−1

t∫
s

E
[
|η(u)|p

]
du,

where C2 > 0 is a constant independent of η.
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3 Existence and uniqueness results
In this section, we are interested in the study of the existence and uniqueness of the solution to
the SG-SDE (1.2), where the initial condition (X1(0), . . . , Xn(0)) ∈ (Rd)n is a given constant and
fi,j(t, x1, . . . , xn) ∈ M2

G(0, T ; (Rd)n) for 0 ≤ i ≤ 3 and 1 ≤ j ≤ n.
For system (1.2), the Carathéodory approximation scheme is given as follows. For any integer

k ≥ 1, we define
(Xk

1 (t), . . . , X
k
n(t)) = (X1(0), . . . , Xn(0)), if t ∈ ]− 1, 0],

and for t ∈ ]0, T ], we have

Xk
1 (t) = X1(0) +

t∫
0

f1,1

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
ds

+

t∫
0

f2,1

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
d⟨B⟩(s)

+

t∫
0

f3,1

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
dB(s),

...

Xk
n(t) = Xn(0) +

t∫
0

f1,n

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
ds

+

t∫
0

f2,n

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
d⟨B⟩(s)

+

t∫
0

f3,n

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
dB(s).

(3.1)

We assume the following assumptions (A1) and (A2) for fi,j , 0 ≤ i ≤ 3 and 1 ≤ j ≤ n:

(A1) ∣∣fi,j(t, x1, x2, . . . , xn)
∣∣2 ≤ g(t)

(
1 +

n∑
j=1

|xj |2
)

for each x1, . . . , xn ∈ Rd and t ∈ [0, T ], where g is a positive and continuous function on [0, T ].

(A2) ∣∣fi,j(t, x1, . . . , xn)− fi,j(t, y1, . . . , yn)
∣∣2 ≤ h(t)

( n∑
j=1

|yj − xj |2
)

for each x1, y1, . . . , xn, yn ∈ Rd and t ∈ [0, T ], where h is a positive and continuous function on
[0, T ].

In the sequel, the space of processes in (M2
G(0, T ;Rd))n will be equipped with the norm

∥(X1, . . . , Xn)∥ = E
1
2

[
sup

0≤t≤T

( n∑
j=1

|Xj(t)|2
)]

.

We note that this is a Banach space.
Now, we give first main result of this work.

Theorem 3.1. Under the assumptions (A1) and (A2), system (1.2) has a unique solution q.s.,

(X1(t), . . . , Xn(t)) ∈ (M2
G(0, T ;Rd))n.
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In order to prove this theorem, we need some important lemmas.

Lemma 3.2. For all integers n, k ≥ 1 and 0 ≤ s < t ≤ T , we have

sup
0≤t≤T

E
[ n∑
j=1

|Xk
j (t)|2

]
≤ Kn exp

(
Cn

T∫
0

g(t) dt

)
,

where
Kn = 1 + 4

n∑
j=1

E
[
|Xj(0)|2

]
, Cn = 4n(T + C1T + C2).

Proof. By using (3.1) and the fact that
( n∑
j=1

aj
)2 ≤ n

n∑
j=1

a2j for each positive constants aj , 1 ≤ j ≤ n,

for all t ∈ [0, T ], we have

|Xk
j (t)|2 ≤ 4|Xj(0)|2 + 4

∣∣∣∣
t∫

0

f1,j

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
ds

∣∣∣∣2

+4

∣∣∣∣
t∫

0

f2,j

(
s,Xk

1

(
s−1

k

)
, . . . , Xk

n

(
s−1

k

))
d⟨B⟩(s)

∣∣∣∣2+4∣∣∣∣
t∫

0

f3,j

(
s,Xk

1

(
s−1

k

)
, . . . , Xk

n

(
s−1

k

))
dB(s)

∣∣∣∣2,
which, due to Lemmas 2.9 and 2.10, the G-Hölder inequality and the assumption (A1), implies that

sup
0≤v≤t

E
[
|Xk

j (v)|2
]
≤ 4E

[
|Xj(0)|2

]
+ 4(T + C1T + C2)

t∫
0

g(s)

(
1 + E

[ n∑
j=1

∣∣∣Xk
j

(
s− 1

k

)∣∣∣2]) ds

≤ 4E
[
|Xj(0)|2

]
+ 4(T + C1T + C2)

t∫
0

g(s)

(
1 + sup

0≤v≤s
E
[ n∑
j=1

|Xk
j (v)|2

])
ds.

Thus

1 + sup
0≤v≤t

E
[ n∑
j=1

|Xk
j (t|2

]
≤ 1 + 4

n∑
j=1

E
[
|Xj(0)|2

]
+ Cn

t∫
0

g(s)

(
1 + sup

0≤v≤s
E
[ n∑
j=1

|Xk
j (v)|2

])
ds,

where Cn = 4n(T + C1T + C2). Applying Gronwall’s lemma, we conclude that

1 + sup
0≤v≤t

E
[ n∑
j=1

|Xk
j (v)|2

]
≤ Kn exp

(
Cn

t∫
0

g(s) ds

)
and, consequently,

sup
0≤t≤T

E
[ n∑
j=1

|Xk
j (t)|2

]
≤ Kn exp

(
Cn

T∫
0

g(t) dt

)
.

Lemma 3.3. For all integers n, k ≥ 1 and 0 ≤ s < t ≤ T , we have

E
[ n∑
j=1

|Xk
j (t)−Xk

j (s)|2
]
≤ Ln[G(t)−G(s)],

where

G(t) =

t∫
0

g(s) ds and Ln =
3

4
Cn

[
1 +Kn exp

(
Cn

T∫
0

g(t) dt

)]
.
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Proof. We have

Xk
j (t)−Xk

j (s) =

t∫
s

f1,j

(
w,Xk

1

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))
dw

+

t∫
s

f2,j

(
w,Xk

1

(
w− 1

k

)
, . . . , Xk

n

(
w− 1

k

))
d⟨B⟩(w)+

t∫
s

f3,j

(
w,Xk

1

(
w− 1

k

)
, . . . , Xk

n

(
w− 1

k

))
dB(w)

and so, for each 0 ≤ s ≤ v ≤ u ≤ t ≤ T , we have

E
[

sup
s≤v≤u≤t

|Xk
j (u)−Xk

J (v)|2
]
≤ 3E

[
sup

s≤v≤u≤t

∣∣∣∣
u∫

v

f1,j

(
w,Xk

1

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))
dw

∣∣∣∣2]

+ 3E
[

sup
s≤v≤u≤t

∣∣∣∣
u∫

v

f2,j

(
w,Xk

1

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))
d⟨B⟩(w)

∣∣∣∣2]

+ 3E
[

sup
s≤v≤u≤t

∣∣∣∣
u∫

v

f3,j

(
w,Xk

1

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))
dB(w)

∣∣∣∣2].
Owing to Lemmas 2.9, 2.10 and the assumption (A1), we obtain

E
[

sup
s≤v≤u≤t

|Xk
j (u)−Xk

j (v)|2
]
≤ 3T

t∫
s

E
[∣∣∣f1,j(w,Xk

j

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))∣∣∣2] dw
+ 3C1T

t∫
s

E
[∣∣∣f2,j(w,Xk

j

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))∣∣∣2] dw
+ 3C2

t∫
s

E
[∣∣∣f3,j(w,Xk

j

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))∣∣∣2] dw
≤ 3(T + C1T + C2)

t∫
s

g(w)

(
1 + E

[ n∑
j=1

∣∣∣Xk
j

(
w − 1

k

)∣∣∣2]) dw

≤ 3(T + C1T + C2)[G(t)−G(s)] + 3(T + C1T + C2)

t∫
s

g(w)E
[ n∑
j=1

∣∣∣Xk
j

(
w − 1

k

)∣∣∣2] dw.
Using Lemma 3.2, we get

E
[

sup
s≤v≤u≤t

|Xk
j (u)−Xk

j (v)|2
]
≤ 3(T + C1T + C2)

[
1 +Kn exp

(
Cn

T∫
0

g(t) dt

)]
[G(t)−G(s)].

Thus

n∑
j=1

E
[

sup
s≤v≤u≤t

|Xk
j (u)−Xk

j (v)|2
]
≤ 3n(T + C1T + C2)

[
1 +Kn exp

(
Cn

T∫
0

g(t) dt

)]
[G(t)−G(s)].

Then
n∑

j=1

E
[
|Xk

j (t)−Xk
j (s)|2

]
≤ Ln[G(t)−G(s)],



66 El-Hacène Chalabi, Salim Mesbahi

where

Ln =
3

4
Cn

[
1 +Kn exp

(
Cn

T∫
0

g(t) dt

)]
,

which proves the desired result.

Proof of Theorem 3.1. We will prove the theorem in three steps.

Step 1: Suppose that (X1(t), . . . , Xn(t)) and (Y1(t), . . . , Yn(t)) are two solutions of system (1.2)
with the initial conditions (X1(0), . . . , Xn(0)) and (Y1(0), . . . , Yn(0)), respectively. Then we for 1 ≤
j ≤ n, we have

|Yj(t)−Xj(t)|2 ≤ 4|Xj(0)− Yj(0)|2

+ 4

∣∣∣∣
t∫

0

f1,j(s,X1(s), . . . , Xn(s))− f1,j(s, Y1(s), . . . , Yn(s)) ds

∣∣∣∣2

+ 4

∣∣∣∣
t∫

0

f2,j(s,X1(s), . . . , Xn(s))− f2,j(s, Y1(s), . . . , Yn(s)) d⟨B⟩(s)
∣∣∣∣2

+ 4

∣∣∣∣
t∫

0

f3,j(s,X1(s), . . . , Xn(s))− f3,j(s, Y1(s), . . . , Yn(s)) dB(s)

∣∣∣∣2.
Now, by using Lemmas 2.9, 2.10 and the assumption (A2), for 0 ≤ r ≤ t ≤ T , we have

E

[ ∣∣∣∣
r∫

0

(
f1,j(s,X1(s), . . . , Xn(s))− f1,j(s, Y1(s), . . . , Yn(s))

)
ds

∣∣∣∣2
]

≤ T

t∫
0

E
[∣∣f1,j(s,X1(s), . . . , Xn(s))− f1,j(s, Y1(s), . . . , Yn(s))

∣∣2] ds
≤ T

t∫
0

h(s)E
[( n∑

j=1

|Yj(s)−Xj(s)|2
)]

ds,

E

[
sup

0≤r≤t

∣∣∣∣
r∫

0

f2,j(s,X1(s), . . . , Xn(s))− f2,j(s, Y1(s), . . . , Yn(s)) d⟨B⟩(s)
∣∣∣∣2
]

≤ C1T

t∫
0

E
[∣∣f2,j(s,X1(s), . . . , Xn(s))− f2,j(s, Y1(s), . . . , Yn(s))

∣∣2] ds
≤ C1T

t∫
0

h(s)E
[( n∑

j=1

|Yj(s)−Xj(s)|2
)]

ds,

and

E

[
sup

0≤r≤t

∣∣∣∣
r∫

0

f3,j(s,X1(s), . . . , Xn(s))− f3,j(s, Y1(s), . . . , Yn(s)) dB(s)

∣∣∣∣2
]

≤ C2

t∫
0

E
[∣∣f3,j(s,X1(s), . . . , Xn(s))− f3,j(s, Y1(s), . . . , Yn(s))

∣∣2] ds
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≤ C2

t∫
0

h(s)E
[( n∑

j=1

|Yj(s)−Xj(s)|2
)]

ds.

Therefore,

E
[

sup
0≤r≤t

|Yj(r)−Xj(r)|2
]

≤ 4|Yj(0)−Xj(0)|2 + 4(T + C1T + C2)

t∫
0

h(s)E
[ n∑
j=1

|Yj(s)−Xj(s)|2
]
ds.

We obtain

E
[

sup
0≤r≤t

( n∑
j=1

|Yj(r)−Xj(r)|2
)]

≤ 4

n∑
j=1

|Yj(0)−Xj(0)|2 + Cn

t∫
0

h(s)E
[ n∑
j=1

|Yj(s)−Xj(s)|2
]
ds.

Using Gronwall’s lemma, we get

E[ sup
0≤r≤t

( n∑
j=1

|Yj(r)−Xj(r)|2
)]

≤ 4

n∑
j=1

|Yj(0)−Xj(0)|2 exp
(
Cn

t∫
0

h(s) ds

)
.

Now, taking
(X1(0), . . . , Xn(0)) = (Y1(0), . . . , Yn(0)),

we can see that for t = T ,

E
[

sup
0≤r≤T

( n∑
j=1

|Yj(r)−Xj(r)|2
)]

= 0,

which implies
(X1(t), . . . , Xn(t)) = (Y1(t), . . . , Yn(t)) q.s. for each t ∈ [0, T ].

Step 2: We now prove that (Xk
1 (t), . . . , X

k
n(t))k≥1 in (M2

G(0, T ;Rd))n is a Cauchy sequence for
each t ∈ [0, T ]. By the same arguments as those used in the previous step, for each ℓ > k, we have

E
[

sup
0≤t≤T

( n∑
j=1

|Xℓ
j (t)−Xk

j (t)|2
)]

≤ 3

4
Cn

T∫
0

h(s)E
[( n∑

j=1

∣∣∣Xℓ
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

k

)∣∣∣2)] ds.
Since

E
[ n∑

j=1

∣∣∣Xℓ
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

k

)∣∣∣2]

≤ 2E
[ n∑

j=1

∣∣∣Xℓ
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

ℓ

)∣∣∣2]+ 2E
[ n∑

j=1

∣∣∣Xk
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

k

)∣∣∣2]

≤ 2E
[

sup
0≤u≤s

( n∑
j=1

|Xℓ
j (u)−Xk

j (u)|2
)]

+ 2E
[( n∑

j=1

∣∣∣Xk
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

k

)∣∣∣2)],
using Lemma 3.3 we get

E
[

sup
0≤t≤T

( n∑
j=1

|Xℓ
j (t)−Xk

j (t)|2
)]

≤ 3

2
Cn

T∫
0

h(r)E
[

sup
0≤u≤r

( n∑
j=1

|Xℓ
j (u)−Xk

j (u)|2
)]

dr +
3

2
CnLn

[
G
(
s− 1

ℓ

)
−G

(
s− 1

k

)] T∫
0

h(r) dr.
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Thus, by Gronwall’s lemma,

E
[

sup
0≤t≤T

( n∑
j=1

|Xℓ
j (t)−Xk

j (t)|2
)]

≤ Mn

(1
k
− 1

ℓ

)
exp

(
3

2
Cn

T∫
0

h(s) ds

)
,

where
Mn =

3

2
TCnLn sup

0≤t≤T
[g(t)] sup

0≤t≤T
[h(t)],

which means that (Xk
1 (t), . . . , X

k
n(t))k≥1 is a Cauchy sequence.

Step 3: Here we prove that the limit (X1(t), . . . , Xn(t)) in (M2
G(0, T ;Rd))n of (Xk

1 (t), . . . , X
k
n(t))

is the solution of system (1.2). For the existence, let the initial condition (X1(0), . . . , Xn(0)) ∈ (Rd)n

be a given constant.
This results in

|Xj(u)−Xk
j (u)|2 ≤ 3

∣∣∣∣
u∫

0

f1,j

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
− f1,j(s,X1(s), . . . , Xn(s)) ds

∣∣∣∣2

+ 3

∣∣∣∣
u∫

0

f2,j

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
− f2,j(s,X1(s), . . . , Xn(s)) d⟨B⟩(s)

∣∣∣∣2

+ 3

∣∣∣∣
u∫

0

f3,j

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
− f3,j(s,X1(s), . . . , Xn(s)) dB(s)

∣∣∣∣2.
Using Lemmas 2.9, 2.10 and the assumption (A2), we have

E
[

sup
0≤u≤T

(
|Xk

j (u)−Xj(u)|2
)]

≤ 3(T + C1T + C2)

T∫
0

h(s)E
[ n∑
j=1

∣∣∣Xk
j

(
s− 1

k

)
−Xj(s)

∣∣∣2] ds
≤ 6(T + C1T + C2)

T∫
0

h(s)E
[ n∑
j=1

∣∣∣Xk
j

(
s− 1

k

)
−Xk

j (s)
∣∣∣2] ds

+ 6(T + C1T + C2)

T∫
0

h(s)E
[ n∑
j=1

|Xk
j (s)−Xj(s)|2

]
ds.

Thus, using Lemma 3.3,

E
[

sup
0≤u≤T

(
|Xk

j (u)−Xj(u)|2
)]

≤ Mn

nk
+

3Cn

2n

T∫
0

E
[

sup
0≤u≤s

( n∑
j=1

|Xk
j (u)−Xj(u)|2

)]
ds,

which implies that

E
[

sup
0≤u≤T

( n∑
j=1

(
|Xk

j (u)−Xj(u)|2
))]

≤ Mn

k
+

3

2
Cn

T∫
0

h(s)E
[

sup
0≤u≤s

n∑
j=1

(
|Xk

j (u)−Xj(u)|2
)]

ds.

Applying Gronwall’s lemma again, we get directly

E
[

sup
0≤u≤T

( n∑
j=1

|Xk
j (u)−Xj(u)|2

)]
≤ Mn

k
exp

(
3

2
Cn

T∫
0

h(s) ds

)
,

which shows our result.
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4 Stability result
In this section, we prove another important result on the stability of the following G-SDEs depending
on a parameter ε (ε ≥ 0) (for more information, see, e.g., [13, 15,27,28,30]):

Xε
1(t) = Xε

1(0) +

t∫
0

fε
1,1(s,X

ε
1(s), . . . , X

ε
n(s)) ds

+

t∫
0

fε
2,1(s,X

ε
1(s), . . . , X

ε
n(s)) d⟨B⟩(s) +

t∫
0

fε
3,1(s,X

ε
1(s), . . . , X

ε
n(s)) dB(s),

...

Xε
n(t) = Xε

n(0) +

t∫
0

fε
1,n(s,X

ε
1(s), . . . , X

ε
n(s)) ds

+

t∫
0

fε
2,n(s,X

ε
1(s), . . . , X

ε
n(s)) d⟨B⟩(s) +

t∫
0

fε
3,n(s,X

ε
1(s), . . . , X

ε
n(s)) dB(s).

We assume the following assumptions (B1), (B2) and (B3) for fε
i,j , 0 ≤ i ≤ 3 and 1 ≤ j ≤ n:

(B1)

|fε
i,j(t, x1, . . . , xn)|2 ≤ g(t)

(
1 +

n∑
j=1

|xj |2
)

for each x1, x2, . . . , xn ∈ Rd and t ∈ [0, T ], where g is a positive and continuous function on
[0, T ].

(B2) ∣∣fε
i,j(t, x1, . . . , xn)− fε

i,j(t, y1, . . . , yn)
∣∣2 ≤ h(t)

( n∑
j=1

|yj − xj |2
)

for each x1, y1, . . . , xn, yn ∈ Rd and t ∈ [0, T ], where h is a positive and continuous function on
[0, T ].

(B3) (i) ∀ t ∈ [0, T ],

lim
ε→0

t∫
0

E
[∣∣fε

i,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

i,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣] ds = 0;

(ii)
lim
ε→0

(Xε
1(0), . . . , X

ε
n(0)) = (X0

1 (0), . . . , X
0
n(0)).

Remark 4.1. The assumptions (B1) and (B2) guarantee, for any ε ≥ 0, the existence of a unique
solution

(Xε
1(t), . . . , X

ε
n(t)) ∈ (M2

G(0, T ;Rd))n

of our system, while the assumption (B3) allows us to deduce the stability theorem for the system.

The following lemmas are very important, they will be used in the upcoming result. For the proofs
see [15].
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Lemma 4.2. For every p ≥ 1 and for any T > 0 and η ∈ Mp
G(0, T ), we have

E

[ ∣∣∣∣
T∫

0

η(t) dt

∣∣∣∣p
]
≤ T p−1

T∫
0

E
[
|η(t)|p

]
dt,

E

[ ∣∣∣∣
T∫

0

η(t) d⟨B⟩(t)
∣∣∣∣p
]
≤ T p−1

T∫
0

E
[
|η(t)|p

]
dt.

Lemma 4.3. For every p ≥ 2, there exists a positive constant Cp such that, for any T > 0 and
η ∈ Mp

G(0, T ),

E

[ ∣∣∣∣
T∫

0

η(t) dB(t)

∣∣∣∣p
]
≤ CpT

p
2−1

T∫
0

E
[
|η(t)|p

]
dt.

Now, we present our second main result of this work.

Theorem 4.4. Under the assumptions (B1), (B2) and (B3), we have

∀ t ∈ [0, T ], lim
ε→0

E
[ n∑
j=1

|Xε
j (t)−X0

j (t)|2
]
= 0.

Proof. For all 1 ≤ j ≤ n, we have

Xε
j (t) = Xε

j (0) +

t∫
0

fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s)) ds

+

t∫
0

fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s)) d⟨B⟩s +

t∫
0

fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s)) dB(s),

X0
j (t) = X0

j (0) +

t∫
0

f0
1,j(s,X

0
1 (s), . . . , X

0
n(s)) ds

+

t∫
0

f0
2,j(s,X

0
1 (s), . . . , X

0
n(s)) d⟨B⟩(s) +

t∫
0

f0
3,j(s,X

0
1 (s), . . . , X

0
n(s)) dB(s).

Then

Xε
j (t)−X0

j (t) = Xε
j (0)−X0

j (0)

+

t∫
0

[
fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

]
ds

+

t∫
0

[
fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

2,j(s,X
0
1 (s), . . . , X

0
n(s))

]
d⟨B⟩(s)

+

t∫
0

[
fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

3,j(s,X
0
1 (s), . . . , X

0
n(s))

]
dB(s)



On the Existence and Stability of Solutions of Stochastic Differential Systems Driven by the G-Brownian Motion 71

and

Xε
j (t)−X0

j (t) = Xε
j (0)−X0

j (0)+

+

t∫
0

(
fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

+ fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

1,j(s,X
ε
1(s), . . . , X

ε
n(s))

)
ds

+

t∫
0

(
fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

2,j(s,X
0
1 (s), . . . , X

0
n(s))

+ fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

2,j(s,X
ε
1(s), . . . , X

ε
n(s))

)
d⟨B⟩(s)

+

t∫
0

(
fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))

+ fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

3,j(s,X
ε
1(s), . . . , X

ε
n(s))

)
dB(s).

We have

|Xε
j (t)−X0

j (t)|2 ≤ 7|Xε
j (0)−X0

j (0)|2

+ 7

∣∣∣∣
t∫

0

[
fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

1,j(s,X
0
1 (s), . . . , X

0
n(s))

]
ds

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
1,j(s,X

0
1 (s), . . . , X

0
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

]
ds

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

2,j(s,X
0
s , y

0
s)
]
d⟨B⟩(s)

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
2,j(s,X

0
1 (s), . . . , X

0
n(s))− f0

2,j(s,X
0
1 (s), . . . , X

0
n(s))

]
d⟨B⟩(s)

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))

]
dB(s)

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
3,j(s,X

0
1 (s), . . . , X

0
n(s))− f0

3,j(s,X
0
1 (s), . . . , X

0
n(s))

]
dB(s)

∣∣∣∣2.
Taking the G-expectation on both sides of the above relation, from Lemmas 4.2 and 4.3 we get

E|Xε
j (t)−X0

j (0)|2 ≤ 7E
[
|Xε

j (0)−X0
j (0)|2

]
+ 7T

t∫
0

E
[∣∣∣fε

1,j(s,X
ε
1(s), . . . , X

ε
n(s))− fε

1,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7T

∣∣∣∣
t∫

0

E
[∣∣∣fε

1,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds∣∣∣∣
+ 7T

t∫
0

E
[∣∣∣fε

2,j(s,X
ε
1(s), . . . , X

ε
n(s))− fε

2,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
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+ 7T

t∫
0

E
[∣∣∣fε

2,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7C

t∫
0

E
[∣∣∣fε

3,j(s,X
ε
1(s), . . . , X

ε
n(s))− fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7C

t∫
0

E
[∣∣∣fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

3,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds.
By the assumptions (B1)–(B3), we obtain

E
[
|Xε

j (t)−X0
j (t)|2

]
≤ Cε(T ) + 7(2T + C)

t∫
0

E
(
h(s)

n∑
j=1

|Xε
j (s)−X0

j (s)|2
)
ds,

where

Cε(t) = 7E
[
|Xε

j (0)−X0
j (0)|2

]
+ 7T

t∫
0

E
[∣∣∣fε

1,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7T

t∫
0

E
[∣∣∣fε

2,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

2,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7C

t∫
0

E
[∣∣∣fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

3,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds.
Then

E
[ n∑
j=1

|Xε
j (t)−X0

j (t)|2
]
≤

n∑
j=1

E|Xε
j (t)−X0

j (t)|2

≤ Cε
n(T ) + Cn(T )

t∫
0

h(s)

n∑
j=1

E|Xε
j (s)−X0

j (s)|2 ds,

where
Cε

n(T ) = nCε(T ) and Cn(T ) = 7n(2T + C).

Hence, by Gronwall’s inequality, we have

E
[ n∑
j=1

|Xε
j (t)−X0

j (t)|2
]
≤ Cε

n(T ) exp
(
Cn(T )

T∫
0

h(t) dt

)
.

Since Cε
n(T ) → 0 as ε → 0, we finally get

∀ t ∈ [0, T ], lim
ε→0

E
[ n∑
j=1

|Xε
j (t)−X0

j (t)|2
]
= 0,

hence the desired result follows.
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