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AN APPLICATION OF THE LEGENDRE
POLYNOMIALS FOR THE NUMERICAL
SOLUTION OF THE NONLINEAR DYNAMICAL KIRCHHOFF STRING EQUATION

Abstract. In the present work, the classical nonlinear Kirchhoff string equation is considered. A three-layer symmetrical semi-discrete scheme with respect to the temporal variable is applied for finding an approximate solution to the initial-boundary value problem for this equation, in which the value of the gradient of a non-linear term is taken at the middle point. This approach is essential because the inversion of the linear operator is sufficient for computations of approximate solutions for each temporal step. The variation method is applied to the spatial variable. Differences of the Legendre polynomials are used as coordinate functions. This choice of Legendre polynomials is also important for numerical realization. This way makes it possible to get a system whose structure does not essentially differ from the corresponding system of difference equations allowing us to use the methods developed for solving a system of difference equations. An application of the suggested variational-difference scheme for the numerical treatment of the stated nonlinear problem gives us an opportunity to solve the system of linear equations instead of a nonlinear one. It is proved that a matrix of the system of Galerkin's linear equations is positively defined and the stability of the factorization method is established.

The program of the numerical implementation with the corresponding interface is created based on the suggested algorithm, and numerical computations are carried out for the model problems.
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## 1 Introduction

For the first time, G. Kirchhoff generalized D'Alembert's classical linear model with the addition of a nonlinear term (see 14]). The issues on the existence and uniqueness of local and global solutions of initial-boundary value problems for the Kirchhoff string equation were first studied by S. Bernstein in 1940 (see [4]). The issues of the solvability of the classical and generalized Kirchhoff equations were later considered by many authors: Arosio, Panizzi [1] , Arosio and Spagnolo [2]. Berselli, Manfrin [5], D'Ancona, Spagnolo [7,8], Manfrin [17], Medeiros [19], Liu, Rincon [15], Matos [18] and Nishihara [20]. To the approximate solutions of initial-boundary value problems for classical equations the following works are devoted: Christie, Sanz-Serna [6], Peradze [3, 21, 22] and Temimi et al. [28]. Construction of algorithms of finding approximate solutions and their investigations for initial-boundary value problems of some classes integro-differential equations are considered in the monograph of Jangveladze, Kiguradze and Neta [13]. As far as we know, issues on the approximate solution in terms of a part of numerical realization to the Kirchhoff string equation are less studied.

We consider the nonlinear dynamical Kirchhoff string equation and look for an approximate solution to a Cauchy problem for this equation using the symmetric three-layer semi-discrete scheme with respect to the temporal variable. The value of the gradient in the nonlinear term of the equation is taken at the middle point. This type of semi-discrete schemes for a generalized Kirchhoff equation have been studied by Rogava and Tsiklauri [24-26]. Inversion of the liner operator makes it possible to find an approximate solution at each temporal step. The variation method is applied to a spatial variable. The differences of the Legendre polynomials are used as coordinate functions. An application of the Legendre polynomials to boundary value problems of equations of the theory of elasticity are considered in the monograph of Vashakmadze [30]. The Gauss-Legendre quadrature (see [16, 27]) is applied for numerical integration, where $[-1,1]$ is the domain.

The results of the numerical computations of test problems are presented at the end of the paragraph. According to the numerical experiments, the order of convergence of the scheme is practically stated and it is shown that the constructed scheme describes well the behavior of an oscillating solution.

## 2 Statement of the problem and discretization for a temporal variable

Let us consider the equation

$$
\begin{equation*}
\left.\left.\frac{\partial^{2} u(x, t)}{\partial t^{2}}-\left(\alpha+\beta \int_{-1}^{1}\left[\frac{\partial u(x, t)}{\partial x}\right]^{2} d x\right) \frac{\partial^{2} u(x, t)}{\partial x^{2}}=f(x, t), \quad(x, t) \in\right]-1,1[\times] 0, T\right] \tag{2.1}
\end{equation*}
$$

where $\alpha>0$ and $\beta>0 ; f(x, t)$ is a continuous function; $u(x, t)$ is an unknown function.
For equation (2.1), the following initial-boundary conditions

$$
\begin{gather*}
u(x, 0)=\psi_{0}(x), \quad u_{t}^{\prime}(x, 0)=\psi_{1}(x)  \tag{2.2}\\
u(-1, t)=0, \quad u(1, t)=0 \tag{2.3}
\end{gather*}
$$

hold, where $\psi_{0}(x)$ and $\psi_{1}(x)$ are continuous functions, and, in addition, the compatibility condition $\psi_{0}(-1)=0, \psi_{0}(1)=0$ is fulfilled.

The segment $[0,1]$ is divided into equal parts with uniform meshes $\tau$, i.e.,

$$
0=t_{0}<t_{1}<\cdots<t_{M}=T
$$

where

$$
t_{k}=k \tau \quad(k=0,1, \ldots, M), \quad \tau=\frac{T}{M}
$$

We would like to find an approximate solution of problem (2.1)-(2.3) by using the following semidiscrete scheme:

$$
\begin{equation*}
\frac{u_{k+1}(x)-2 u_{k}(x)+u_{k-1}(x)}{\tau^{2}}-\frac{1}{2} q_{k}\left(\frac{d^{2} u_{k+1}(x)}{d x^{2}}+\frac{d^{2} u_{k-1}(x)}{d x^{2}}\right)=f_{k}(x), \quad k=1,2, \ldots, M-1 \tag{2.4}
\end{equation*}
$$

where $f_{k}(x)=f\left(x, t_{k}\right)$,

$$
q_{k}=\alpha+\beta \int_{-1}^{1}\left(\frac{d u_{k}(x)}{d x}\right)^{2} d x
$$

As an approximate solution of $u(x, t)$ of problem (2.1)-(2.3) at the point $t_{k}=k \tau$, we declare $u_{k}(x)$, $u\left(x, t_{k}\right) \approx u_{k}(x)$.

From equation (2.4) we obtain

$$
\begin{equation*}
\left(2 I-\tau^{2} q_{k} \frac{d^{2}}{d x^{2}}\right) u_{k+1}(x)=g_{k}(x) \tag{2.5}
\end{equation*}
$$

where

$$
g_{k}(x)=2 \tau^{2} f_{k}(x)+4 u_{k}(x)+\tau^{2} q_{k} \frac{d^{2} u_{k-1}(x)}{d x^{2}}-2 u_{k-1}(x)
$$

The values of the unknown functions on the zeroth and first layers are described by the initial conditions (2.2) and equation (2.1),

$$
\begin{align*}
& u_{0}(x)=\psi_{0}(x)  \tag{2.6}\\
& u_{1}(x)=\psi_{0}(x)+\tau \psi_{1}(x)+\frac{1}{2} \tau^{2}\left(q_{0} \frac{d^{2} \psi_{0}(x)}{d x^{2}}+f_{0}(x)\right) \tag{2.7}
\end{align*}
$$

Let us rewrite the boundary conditions (2.3) in the following form:

$$
\begin{equation*}
u_{k}(-1)=0, \quad u_{k}(1)=0 \tag{2.8}
\end{equation*}
$$

## 3 A solution of the system of equations with the Galerkin method using the Legendre polynomials as coordinate functions

To find approximate solutions of problem (2.1)-(2.3) per temporal step we apply the following linear combination:

$$
\begin{equation*}
\widetilde{u}_{k}(x)=\sum_{m=1}^{N} c_{m}^{k} \varphi_{m}(x) \tag{3.1}
\end{equation*}
$$

where the coordinate functions $\varphi_{m}(x)$ represent differences of the Legendre polynomials, i.e.,

$$
\begin{equation*}
\varphi_{m}(x)=\sqrt{\frac{2 m+1}{2}} \int_{-1}^{x} P_{m}(s) d s=A_{m}\left(P_{m+1}(x)-P_{m-1}(x)\right), \quad A_{m}=\frac{1}{\sqrt{2(2 m+1)}} \tag{3.2}
\end{equation*}
$$

For any $(k+1)$-th layers, the coefficients $c_{m}^{k+1}(k=1,2, \ldots, M-1)$ can be found from the following equation:

$$
\begin{equation*}
\left(\left(2 I-\tau^{2} q_{k} \frac{d^{2}}{d x^{2}}\right) u_{k+1}(x)-g_{k}(x), \varphi_{m}(x)\right)=0 \tag{3.3}
\end{equation*}
$$

Putting (3.1) into equation (3.3), we finally get

$$
\begin{equation*}
\left(\sum_{i=1}^{N} c_{i}^{k+1}\left(2 I-\tau^{2} q_{k} \frac{d^{2}}{d x^{2}}\right) \varphi_{i}(x), \varphi_{m}(x)\right)=\left(g_{k}(x), \varphi_{m}(x)\right) \tag{3.4}
\end{equation*}
$$

The key property of the Legendre polynomials is given (see [9, 12]) in the form

$$
\begin{equation*}
\int_{-1}^{1} P_{i}(x) P_{n}(x) d x=\frac{2}{\sqrt{(2 i+1)(2 n+1)}} \delta_{i n} \tag{3.5}
\end{equation*}
$$

where $\delta_{i n}$ is the Kronecker symbol.
We introduce the notation

$$
\widetilde{P}_{i}(x)=\sqrt{\frac{2 i+1}{2}} P_{i}(x)
$$

It is easy to see that

$$
\begin{equation*}
\varphi_{m}^{\prime}(x)=\widetilde{P}_{m}(x) \tag{3.6}
\end{equation*}
$$

If we apply the integration by parts with the boundary conditions (2.8), we get

$$
\begin{equation*}
\int_{-1}^{1}\left(\frac{d u_{k}(x)}{d x}\right)^{2} d x=-\int_{-1}^{1} \frac{d^{2} u_{k}(x)}{d x^{2}} u_{k}(x) d x \tag{3.7}
\end{equation*}
$$

The usage of the integration by parts, due to (3.5) and (3.6), yields

$$
\begin{equation*}
\int_{-1}^{1} \frac{d^{2} \varphi_{i}(x)}{d x^{2}} \varphi_{m}(x) d x=-\delta_{i m} \tag{3.8}
\end{equation*}
$$

Now, let us rewrite equality (3.5) in terms of $A_{i}$ and $A_{m}$ :

$$
\begin{equation*}
\int_{-1}^{1} P_{i}(x) P_{m}(x) d x=4 A_{i} A_{m} \delta_{i m} \tag{3.9}
\end{equation*}
$$

According to (3.9), we get

$$
\begin{align*}
\int_{-1}^{1} & \varphi_{i}(x) \varphi_{m}(x) d x=4
\end{align*} A_{i} A_{m}\left(A_{i+1} A_{m+1} \delta_{i+1, m+1} .\right.
$$

If we take equalities (3.7) and (3.8) into account, we obtain

$$
\begin{equation*}
q_{k}=\alpha+\beta \sum_{m=1}^{N}\left(c_{m}^{k}\right)^{2} \tag{3.11}
\end{equation*}
$$

From (3.10) we get

$$
\begin{aligned}
\left(u_{k+1}(x), \varphi_{m}(x)\right) & =\sum_{i=1}^{N} c_{i}^{k+1} \int_{-1}^{1} \varphi_{i}(x) \varphi_{m}(x) d x \\
& =4\left(-A_{m-2} A_{m-1}^{2} A_{m} c_{m-2}^{k+1}+A_{m}^{2}\left(A_{m-1}^{2}+A_{m+1}^{2}\right) c_{m}^{k+1}-A_{m} A_{m+1}^{2} A_{m+2} c_{m+2}^{k+1}\right)
\end{aligned}
$$

Let us introduce the following notation:

$$
\begin{array}{ll}
B_{m}=4 A_{m-1} A_{m}^{2} A_{m+1}, & B_{m}=\frac{1}{(2 m+1) \sqrt{(2 m-1)(2 m+3)}}, \\
C_{m}=4 A_{m}^{2}\left(A_{m-1}^{2}+A_{m+1}^{2}\right)=8 A_{m-1}^{2} A_{m+1}^{2}, & C_{m}=\frac{2}{(2 m-1)(2 m+3)} . \tag{3.13}
\end{array}
$$

According to (3.12) and (3.13), the inner product of $\left(u_{k+1}(x), \varphi_{m}(x)\right)$ can be rewritten in the following form:

$$
\begin{equation*}
\left(u_{k+1}(x), \varphi_{m}(x)\right)=-B_{m-1} c_{m-2}^{k+1}+C_{m} c_{m}^{k+1}-B_{m+1} c_{m+2}^{k+1} \tag{3.14}
\end{equation*}
$$

From (3.8) we conclude that

$$
\begin{equation*}
\left(\frac{d^{2} u_{k+1}(x)}{d x^{2}}, \varphi_{m}(x)\right)=-c_{m}^{k+1} \tag{3.15}
\end{equation*}
$$

Finally, if we use (3.14) and (3.15), for the calculation of inner product of the left-hand side of equation (3.4), we get the equality

$$
\begin{equation*}
\left(\sum_{i=1}^{N} c_{i}^{k+1}\left(2 I-\tau^{2} q_{k} \frac{d^{2}}{d x^{2}}\right) \varphi_{i}(x), \varphi_{m}(x)\right)=-2 B_{m-1} c_{m-2}^{k+1}+\left(2 C_{m}+\tau^{2} q_{k}\right) c_{m}^{k+1}-2 B_{m+1} c_{m+2}^{k+1} \tag{3.16}
\end{equation*}
$$

For the right-hand side of equation (3.4), we have

$$
\begin{align*}
\left(g_{k}(x), \varphi_{m}(x)\right)=-2 B_{m-1} & \left(2 c_{m-2}^{k}-c_{m-2}^{k-1}\right) \\
& +2 C_{m}\left(2 c_{m}^{k}-c_{m}^{k-1}\right)-\tau^{2}\left(q_{k} c_{m}^{k-1}-2 I_{m}^{k}\right)-2 B_{m+1}\left(2 c_{m+2}^{k}-c_{m+2}^{k-1}\right) . \tag{3.17}
\end{align*}
$$

For every $k=1,2, \ldots, M-1$, we obtain the following system of linear equations:

$$
\begin{align*}
-2 B_{m-1} c_{m-2}^{k+1}+\left(2 C_{m}+\right. & \left.\tau^{2} q_{k}\right) c_{m}^{k+1}-2 B_{m+1} c_{m+2}^{k+1} \\
& =-2 B_{m-1}\left(2 c_{m-2}^{k}-c_{m-2}^{k-1}\right)+2 C_{m}\left(2 c_{m}^{k}-c_{m}^{k-1}\right) \\
& -\tau^{2}\left(q_{k} c_{m}^{k-1}-2 I_{m}^{k}\right)-2 B_{m+1}\left(2 c_{m+2}^{k}-c_{m+2}^{k-1}\right) \tag{3.18}
\end{align*}
$$

To find coefficients $c_{m}^{k+1}(k=1,2, \ldots, M-1)$, we have first to find $c_{m}^{0}$ and $c_{m}^{1}$. To this end, we calculate the inner products $\left(u_{0}(x), \varphi_{m}(x)\right)$ and $\left(u_{1}(x), \varphi_{m}(x)\right)$ :

$$
\begin{align*}
& -B_{m-1} c_{m-2}^{0}+C_{m} c_{m}^{0}-B_{m+1} c_{m+2}^{0}=\widetilde{I}_{m}^{0}  \tag{3.19}\\
& -B_{m-1} c_{m-2}^{1}+C_{m} c_{m}^{1}-B_{m+1} c_{m+2}^{1}=\widetilde{I}_{m}^{0}+\tau \widetilde{I}_{m}^{1}-\frac{1}{2} \tau^{2}\left(q_{0} c_{m}^{0}-I_{m}^{0}\right) \tag{3.20}
\end{align*}
$$

The values of summands with negative indices in (3.18), (3.19) and (3.20) we set equal to zeros.
The notation of $I_{m}^{k}, \widetilde{I}_{m}^{0}$ and $\widetilde{I}_{m}^{1}$ denote the inner products $\left(f_{k}(x), \varphi_{m}(x)\right),\left(u_{0}(x), \varphi_{m}(x)\right)$ and $\left(u_{1}(x), \varphi_{m}(x)\right)$, respectively. We calculate approximately the already-mentioned inner products using the Gauss-Legendre quadrature rule (see [16, 27\|), which is exact for polynomials of degree $2 N-1$ or less.

We rewrite the system of linear equations (3.18) in a matrix form. Let us introduce the following notation:

$$
\begin{aligned}
D_{m}^{k}= & 2 C_{m}+\tau^{2} q_{k} \\
F_{m}^{k}= & -2 B_{m-1}\left(2 c_{m-2}^{k}-c_{m-2}^{k-1}\right)+2 C_{m}\left(2 c_{m}^{k}-c_{m}^{k-1}\right) \\
& -\tau^{2}\left(q_{k} c_{m}^{k-1}-2 I_{m}^{k}\right)-2 B_{m+1}\left(2 c_{m+2}^{k}-c_{m+2}^{k-1}\right) .
\end{aligned}
$$

According to the above-mentioned notation, the system of linear equations has the form

$$
\left(\begin{array}{cccccc}
D_{1}^{k} & 0 & -2 B_{2} & 0 & \cdots & 0  \tag{3.21}\\
0 & D_{2}^{k} & 0 & -2 B_{3} & \ddots & \vdots \\
-2 B_{2} & 0 & D_{3}^{k} & 0 & \ddots & 0 \\
0 & -2 B_{3} & 0 & \ddots & \ddots & -2 B_{m-1} \\
\vdots & \ddots & \ddots & \ddots & D_{m-1}^{k} & 0 \\
0 & \cdots & 0 & -2 B_{m-1} & 0 & D_{m}^{k}
\end{array}\right)\left(\begin{array}{c}
c_{1}^{k+1} \\
c_{2}^{k+1} \\
c_{3}^{k+1} \\
c_{4}^{k+1} \\
\vdots \\
c_{m}^{k+1}
\end{array}\right)=\left(\begin{array}{c}
F_{1}^{k} \\
F_{2}^{k} \\
F_{3}^{k} \\
F_{4}^{k} \\
\vdots \\
F_{m}^{k}
\end{array}\right) .
$$

The following statement takes place.

Theorem 3.1. The matrix of the system of Galerkin's linear equations (3.21) is positively defined.
This theorem is a result of the following
Lemma 3.1. Let us consider a general operator equation in a Hilbert space $H$,

$$
A u=f, \quad f \in H
$$

where the operator $A$ is symmetric and satisfies the condition

$$
\begin{equation*}
(A u, u) \geq \alpha(B u, u)+\nu\|u\|^{2}, \quad \forall u \in D(A) \subset D(B) \tag{3.22}
\end{equation*}
$$

$B$ is also a symmetric operator, besides $D(A) \subset D(B) ; \alpha$ and $\nu$ are the positive constants.
The matrix of the system of linear equations (3.21) is positively defined when the basis functions $\left\{\varphi_{k}\right\}_{k=1}^{\infty}$ are $B$-orthogonal, which means that

$$
\begin{equation*}
\left(B \varphi_{k}, \varphi_{i}\right)=\delta_{k i} . \tag{3.23}
\end{equation*}
$$

Proof. We denote the Galerkin system of equations by $S_{N}$. Let us introduce the vector

$$
v_{N}=\left(c_{1}, c_{2}, \ldots, c_{N}\right)^{\top}
$$

We can straightforwardly show that

$$
S_{N} v_{N}=\left(\left(A u_{N}, \varphi_{1}\right),\left(A u_{N}, \varphi_{2}\right), \ldots,\left(A u_{N}, \varphi_{N}\right)\right)^{T}
$$

where

$$
\begin{equation*}
u_{N}=\sum_{k=1}^{N} c_{k} \varphi_{k} \tag{3.24}
\end{equation*}
$$

Indeed,

$$
\begin{equation*}
\left(A u_{N}, \varphi_{i}\right)=\left(\sum_{k=1}^{N} c_{k} A \varphi_{k}, \varphi_{i}\right)=\sum_{k=1}^{N}\left(A \varphi_{k}, \varphi_{i}\right) c_{k} \quad(i=1,2, \ldots, N) \tag{3.25}
\end{equation*}
$$

Due to (3.25), we have

$$
\begin{aligned}
\left(S_{N} v_{N}, v_{N}\right) & =c_{1}\left(A u_{N}, \varphi_{1}\right)+c_{2}\left(A u_{N}, \varphi_{2}\right)+\cdots+c_{N}\left(A u_{N}, \varphi_{N}\right) \\
& =\left(A u_{N}, c_{1} \varphi_{1}\right)+\left(A u_{N}, c_{2} \varphi_{2}\right)+\cdots+\left(A u_{N}, c_{N} \varphi_{N}\right)=\left(A u_{N}, \sum_{k=1}^{N} c_{k} \varphi_{k}\right)=\left(A u_{N}, u_{N}\right)
\end{aligned}
$$

and obtain

$$
\begin{equation*}
\left(S_{N} v_{N}, v_{N}\right)=\left(A u_{N}, u_{N}\right) \tag{3.26}
\end{equation*}
$$

From (3.22) and (3.26) it follows that

$$
\begin{equation*}
\left(S_{N} v_{N}, v_{N}\right) \geq \alpha\left(B u_{N}, u_{N}\right)+\nu\left\|u_{N}\right\|^{2} \tag{3.27}
\end{equation*}
$$

Inserting (3.24) into inequality (3.27) and also taking into account the $B$-orthogonality (3.23), we get

$$
\begin{aligned}
\left(S_{N} v_{N}, v_{N}\right) & \geq \alpha\left(\sum_{k=1}^{N} c_{k} B \varphi_{k}, \sum_{i=1}^{N} c_{i} B \varphi_{i}\right)+\nu\left\|u_{N}\right\|^{2} \\
& \geq \alpha \sum_{k=1}^{N} \sum_{i=1}^{N} c_{k} c_{i}\left(B \varphi_{k}, \varphi_{i}\right)=\alpha \sum_{k=1}^{N} c_{k}^{2}=\alpha\left\|v_{N}\right\|^{2}
\end{aligned}
$$

Remark 3.1. Obviously, for equation (2.5) we have

$$
(A u, u)=2\|u\|^{2}+\tau^{2} q_{k}(B u, u)
$$

where $A=2 I+\tau^{2} q_{k} B$ and $B=-\frac{d^{2}}{d x^{2}}, D(A)=D(B)=\left\{u(x) \in C^{2}([-1,1]) \mid u(-1)=u(1)=0\right\}$. It is well-known that the operator $B$ is positive (see [23]).

Remark 3.2. The matrix of system (3.21) is diagonally dominant of order $\mathcal{O}\left(\frac{1}{m^{3}}\right)$ and the following inequality holds:

$$
C_{m}+\frac{m+4}{(2 m-1)(2 m+3)(m-1)(m+1)}>B_{m-1}+B_{m+1} \quad(m=3,4, \ldots, N-2)
$$

Proof. We note that for the coefficient $B_{m}(m=2,3, \ldots, N-1)$ in (3.12) the following double inequality holds:

$$
\begin{equation*}
(2 m)^{2}<(2 m-1)(2 m+3)<(2 m+1)^{2} \tag{3.28}
\end{equation*}
$$

Due to (3.28), for $B_{m-1}$ and $B_{m+1}$, the inequalities

$$
\begin{equation*}
4(m-1)^{2}<(2 m-3)(2 m+1)<(2 m-1)^{2} \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
4(m+1)^{2}<(2 m+1)(2 m+5)<(2 m+3)^{2} \tag{3.30}
\end{equation*}
$$

are fulfilled, respectively.
Let us evaluate the expression $B_{m-1}+B_{m+1}-C_{m}(m=3,4, \ldots, N-2)$. Taking into account (3.29) and (3.30) we get

$$
\frac{16}{(2 m-1)^{2}(2 m+3)^{2}}<B_{m-1}+B_{m+1}-C_{m}<\frac{m+4}{(2 m-1)(2 m+3)(m-1)(m+1)}
$$

For the first two and the last two rows of the matrix of system (3.21), we have the following estimations:

$$
\begin{gathered}
\frac{7}{20}<C_{1}-B_{2}<\frac{9}{25} \\
\frac{1}{14}<C_{2}-B_{3}<\frac{11}{147}, \\
\frac{2 N-9}{2(2 N-3)(2 N+1)(N-2)}<C_{N-1}-B_{N-2}<\frac{2 N-7}{(2 N-3)^{2}(2 N+1)}, \\
\frac{2 N-7}{2(2 N-1)(2 N+3)(N-1)}<C_{N}-B_{N-1}<\frac{2 N-5}{(2 N-1)^{2}(2 N+3)} .
\end{gathered}
$$

For the solution of system (3.21) we consider the so-called Cholesky decomposition (see $10,11,27$, 29])

$$
\begin{equation*}
A=L D L^{\top} \tag{3.31}
\end{equation*}
$$

of a symmetric, positively defined matrix $A=\left(a_{i, j}\right)_{N \times N}$, where $L$ is a lower triangular matrix having identities of the main diagonal, $L^{\top}$ is the transposed matrix of $L$ and $D$ is a diagonal matrix. Applying the decomposition similar to (3.31), the system of linear equations

$$
A x=b
$$

can be split into the following sub-systems:

$$
\left\{\begin{array}{l}
L z=b \\
D y=z \\
L^{\top} x=y
\end{array}\right.
$$

For the system of equations on the layers $k=0$ and $k=1$, we get

$$
\begin{equation*}
A c^{(n)}=b^{(n)}, \quad n=0,1 \tag{3.32}
\end{equation*}
$$

a solution of system (3.32) has the following form $(n=0,1)$ :

$$
\begin{cases}z_{m}^{(n)}=b_{m}^{(n)}, & m \in\{1,2\} \\ z_{m}^{(n)}=b_{m}^{(n)}+\frac{B_{m-1}}{d_{m-2}} z_{m-2}^{(n)}, & m \in\{3,4, \ldots, N\} \\ y_{m}^{(n)}=\frac{z_{m}^{(n)}}{d_{m}}, & m \in\{1,2, \ldots, N\} \\ c_{m}^{(n)}=y_{m}^{(n)}, & m \in\{N, N-1\} \\ c_{m}^{(n)}=y_{m}^{(n)}+\frac{B_{m+1}}{d_{m}} c_{m+2}^{(n)}, & m \in\{N-2, N-3, \ldots, 1\}\end{cases}
$$

where

$$
\begin{cases}d_{m}=C_{m}, & m \in\{1,2\} \\ d_{m}=C_{m}-\frac{B_{m-1}^{2}}{d_{m-2}}, & m \in\{3,4, \ldots, N\}\end{cases}
$$

Any $(k+1)$-th layers, a solution of linear algebraic system of equations $A^{(k)} c^{(k+1)}=F^{(k)}$, where $k=1,2, \ldots, M-1$, has the following form:

$$
\left\{\begin{array}{llrl}
z_{m}^{(k+1)}=F_{m}^{(k)}, & & m \in\{1,2\} \\
z_{m}^{(k+1)}=F_{m}^{(k)}+\frac{2 B_{m-1}}{d_{m-2}^{(k)}} z_{m-2}^{(k+1)}, & & m \in\{3,4, \ldots, N\} \\
y_{m}^{(k+1)}=\frac{z_{m}^{(k+1)}}{d_{m}^{(k)}}, & & m \in\{1,2, \ldots, N\} \\
c_{m}^{(k+1)}=y_{m}^{(k+1)}, & & m \in\{N, N-1\} \\
c_{m}^{(k+1)}=y_{m}^{(k+1)}+\frac{2 B_{m+1}}{d_{m}^{(k)}} c_{m+2}^{(k+1)}, & & m \in\{N-2, N-3, \ldots, 1\}
\end{array}\right.
$$

where

$$
\begin{cases}d_{m}^{(k)}=2 C_{m}+\tau^{2} q_{k}, & m \in\{1,2\} \\ d_{m}^{(k)}=\left(2 C_{m}+\tau^{2} q_{k}\right)-\frac{4 B_{m-1}^{2}}{d_{m-2}^{(k)}}, & m \in\{3,4, \ldots, N\}\end{cases}
$$

## 4 Analysis of the numerical results

Let us consider the initial-boundary value problem (2.1)-(2.3) with the constants $\alpha=\beta=1$ and $t \in[0,1]$. For this problem we take two cases of tests, which are also considered in [25].

## Test 1:

$$
\begin{gathered}
\psi_{0}(x)=0, \quad \psi_{1}(x)=m \pi \sin (\pi x) \\
f(x, t)=\pi^{2}\left(-m^{2}+\left(\alpha+\beta \pi^{2} \sin ^{2}(m \pi t)\right)\right) \sin (m \pi t) \sin (\pi x)
\end{gathered}
$$

## Test 2:

$$
\begin{gathered}
\psi_{0}(x)=\sin (m \pi x), \quad \psi_{1}(x)=\pi \sin (m \pi x) \\
f(x, t)=\pi^{2}\left(1+m^{2}\left(\alpha+\beta m^{2} \pi^{2} \mathrm{e}^{2 \pi t}\right)\right) \mathrm{e}^{\pi t} \sin (m \pi x)
\end{gathered}
$$

The solutions of Test 1 and Test 2 are $u(x, t)=\sin (m \pi t) \sin (\pi x)$ and $u(x, t)=\mathrm{e}^{\pi t} \sin (m \pi x)$, respectively.


Figure 1: Dependence of logarithm of relative error on logarithm of the temporal step.

In Figure 1, there is a dependence of the logarithm of relative error of the approximated solution of Test 1 on the logarithm of the temporal step. On the horizontal axis there is the logarithm of temporal step, and on the vertical axis there is the logarithm of a relative error of the approximated solution. In all the four pictures, starting from the certain time step, the curve approaches the line, whose angular coefficient is -2 , which confirms that the approximate solution obtained by the considered scheme is of the second order accuracy. For this case, eleven $(N=11)$ coordinate functions are taken and the errors of each temporal step are calculated with a maximum norm.

In Figure 2, there are approximate and exact solutions of Test 2 at the point $t=0.5$. The approximate and exact solutions are shown as dashed and continuous curves, respectively. The errors between the exact and approximate solutions are calculated by a maximum norm and in each cases they represent the following values:

$$
\begin{aligned}
\|u(x, 0.5)-\widetilde{u}(x, 0.5)\|_{\infty} & \approx 1.00 \times 10^{0} \\
\|u(x, 0.5)-\widetilde{u}(x, 0.5)\|_{\infty} & \approx 4.44 \times 10^{-5} \\
\|u(x, 0.5)-\widetilde{u}(x, 0.5)\|_{\infty} & \approx 3.43 \times 10^{-1} \\
\|u(x, 0.5)-\widetilde{u}(x, 0.5)\|_{\infty} & \approx 3.31 \times 10^{-5}
\end{aligned}
$$

with respect to the cases (a), (b), (c) and (d). In Figure 2, (a) and (b) represent the case $m=3$, and (c) and (d) represent the case $m=7$. In figures (a) and (b), the value of $\tau$ is the same, but the amount of the coordinate functions is different. Analogously, figures (c) and (d) have the same


Figure 2: Exact and approximate solutions at the point of 0.5 with respect to the temporal variable, which are represented by solid and dashed lines, respectively.
mesh length, however, the number of the coordinate functions is not equal to each others. As the tests show, increasing of only temporal layers is not enough to reach high order accuracy, we need to rise the amount of the coordinate functions. Nevertheless, there exists some relationship between numbers of layers and the coordinate functions.
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