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ON THE WELL-POSEDNESS OF THE CAUCHY PROBLEM FOR SYSTEMS OF
LINEAR GENERALIZED ORDINARY DIFFERENTIAL EQUATIONS

Abstract. The modified criterion of the Opial type condition is given for the well-posedness of
the Cauchy problem for the systems of linear generalized ordinary differential equations. Moreover,
there are established the sufficient conditions guaranteeing the nearness of the left and right limits
of the solutions of the perturbed problems to the left and right limits of the solution of the limit
problem, respectively.

ÒÄÆÉÖÌÄ. ÂÀÍÆÏÂÀÃÄÁÖË ÜÅÄÖËÄÁÒÉÅ ßÒ×ÉÅ ÃÉ×ÄÒÄÍÝÉÀËÖÒ ÂÀÍÔÏËÄÁÀÈÀ ÓÉÓÔÄÌÄÁÉÓ-
ÈÅÉÓ ÌÏÝÄÌÖËÉÀ ÊÏÛÉÓ ÀÌÏÝÀÍÉÓ ÊÏÒÄØÔÖËÏÁÉÓ ÏÐÉÀËÉÓ ÔÉÐÉÓ ÐÉÒÏÁÉÓ ÌÏÃÉ×ÉÝÉÒÄÁÖËÉ
ÊÒÉÔÄÒÉÖÌÉ. ÂÀÒÃÀ ÀÌÉÓÀ, ÃÀÃÂÄÍÉËÉÀ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÄÁÉ, ÒÏÌËÄÁÉÝ ÖÆÒÖÍÅÄËÚÏ×Ó ÛÄÛ-
×ÏÈÄÁÖËÉ ÀÌÏÝÀÍÄÁÉÓ ÀÌÏÍÀáÓÍÄÁÉÓ ÌÀÒãÅÄÍÀ ÃÀ ÌÀÒÝáÄÍÀ ÆÙÅÒÄÁÉÓ ÓÉÀáËÏÅÄÓ ÆÙÅÒÖËÉ
ÀÌÏÝÀÍÉÓ ÀÌÏÍÀáÓÍÉÓ ÌÀÒãÅÄÍÀ ÃÀ ÌÀÒÝáÄÍÀ ÆÙÅÒÄÁÈÀÍ, ÛÄÓÀÁÀÌÉÓÀÃ.
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Let A0 ∈ BVloc(I;Rn×n), f0 ∈ BVloc(I;Rn) and t0 ∈ I, where I ⊂ R is an arbitrary interval,
non-degenerated at the point. Consider the system

dx = dA0(t) · x+ df0(t) for t ∈ I (1)

under the Cauchy condition
x(t0) = c0, (2)

where c0 ∈ Rn is an arbitrary constant vector.
Let x0 be a unique solution of problem (1), (2).
Along with the Cauchy problem (1), (2), consider the sequence of the Cauchy problems

dx = dAk(t) · x+ dfk(t), (1k)
x(tk) = ck (2k)

(k = 1, 2, . . . ), where Ak ∈ BVloc(I;Rn×n), fk ∈ BVloc(I;Rn), tk ∈ I and ck ∈ Rn (k = 1, 2, . . . ).
Without loss of generality, we assume that either (a) tk < t0 (k = 1, 2, . . . ), or (b) tk > t0

(k = 1, 2, . . . ), or (c) tk = t0 (k = 1, 2, . . . ).
In the paper we establish:

1. the sufficient conditions for the Cauchy problem (1k), (2k) to have a unique solution xk for any
sufficiently large k and

lim
k→+∞

sup
t∈I, t ̸=tk

∥xk(t)− x0(t)∥ = 0 (3)
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in the case, where

lim
k→+∞

ckj = c0j if j ∈ {1, 2} is such that (−1)j(tk − t0) ≥ 0 (k = 0, 1, . . . ), (3j)

where

ck1 = xk(tk−) = ck −
(
d1Ak(tk) · ck + d1fk(tk)

)
,

ck2 = xk(tk+) = ck +
(
d2Ak(tk) · ck + d2fk(tk)

) (j = 1, 2; k = 0, 1, . . . ); (4)

2. the sufficient conditions for the Cauchy problem (1k), (2k) to have a unique solution xk for any
sufficiently large k and

lim
k→+∞

sup
t∈I, t ̸=tk

∥∥xk(t)− x0(t)− x0j(t)
∥∥ = 0 (5)

in the case, where

lim
k→+∞

ckj = c∗j if j ∈ {1, 2} is such that (−1)j(tk − t0) ≥ 0 (k = 0, 1, . . . ), (5j)

where ckj (j = 1, 2; k = 1, 2, . . . ) are defined by (4), c∗j ∈ Rn (j = 1, 2) are arbitrary vectors,
differing from c0j (j = 1, 2), in general; the function x01 is a solution of the homogeneous system

dx = dA0(t) · x (10)

on the set {t ∈ I : t < t0} under the condition

x01(t0−) = c∗1 − x0(t0−),

and the function x02 is a solution of the homogeneous system (10) on the set {t ∈ I : t > t0}
under the condition

x02(t0+) = c∗2 − x0(t0+).

We note that the condition

det
(
In + (−1)jdjA0(t)

)
̸= 0 for t ∈ I, (−1)j(t− t0) < 0 (j = 1, 2)

guarantees the unique solvability of the Cauchy problem (1), (2) for every f0 ∈ BVloc(I;Rn) and
c0 ∈ Rn. Therefore, the vector functions x01 and x02 defined above exist and are uniquely defined.

In earlier works (see [3–5]) there are investigated the analogous question for the convergence in a
general case, i.e., without any restrictions on the sequence tk (k = 1, 2, . . . ), when

lim
k→+∞

xk(t) = x0(t) uniformly on I, (6)

under the condition
lim

k→+∞
ck = c0, (7)

and some condition guaranteeing the equalities

lim
k→+∞

djAk(tk) = djA0(t0), lim
k→+∞

djfk(tk) = djf0(t0) (j = 1, 2). (7j)

Note that if j ∈ {1, 2} is such that (7j) holds, then condition (3j) follows from (4) and (7)
In the present paper we assume that (7) holds, but the fulfilment of conditions (7j) (j = 1, 2) is

not required.
Analogous and some related questions for the initial and general linear boundary value problems

are investigated e.g. in [1, 2, 9, 10, 12, 14] (see also the references therein) for systems of ordinary
differential equations, in [3, 4, 8, 11, 13] for systems of generalized ordinary differential equations, and
in [6] for systems of linear impulsive differential equations.
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To a considerable extent, the interest to the theory of generalized ordinary differential equations
has also been stimulated by the fact that this theory enables one to investigate linear ordinary differen-
tial, impulsive and difference equations from a unified point of view; in particular, these different type
equations (linear) can be rewritten in form (1). Moreover, the convergence conditions for difference
schemes corresponding to systems of ordinary differential and impulsive equations can be obtained
from the results on the well-posedness of the corresponding problems for systems of generalized ordi-
nary differential equations (see [5, 14,15] and the references therein).

In the paper the use will be made of the following notation and definitions.
R = ]−∞,+∞[ , [a, b] and ]a, b[ (a, b ∈ R) are, respectively, closed and open intervals.
I is an arbitrary finite or infinite interval from R. We say that some property is valid in I if it is

valid on every closed interval from I.
Rn×m is the space of all real n×m matrices X = (xij)

n,m
i,j=1 with the norm

∥X∥ = max
j=1,...,m

n∑
i=1

|xij |.

On×m (or O) is the zero n×m matrix. We designate the zero n vector by 0, as well.
Rn = Rn×1 is the space of all real column n-vectors x = (xi)

n
i=1; Rn

+ = Rn×1
+ .

If X ∈ Rn×n, then det(X) is the determinant of X.
In is the identity n× n-matrix.
b∨
a
(x) is the total variation of the function x : [a, b] → R;

a∨
b

(x) = −
b∨
a
(x).

If x : I → R, then
∨
I

(x) is the total variation of x on I, i.e.
∨
I

(x) = lim
a→α+, b→β−

b∨
a
(x), where

α = inf I and β = sup I.
b∨
a
(X) is the sum of the total variations of the components xij (i = 1, . . . ,m; j = 1, . . . ,m) of the

matrix-function X : [a, b] → Rn×m.
a∨
b

(X) = −
b∨
a
(X),

∨
I

(X) = lim
a→α+, b→β−

b∨
a
(X), where α = inf I and β = sup I,

∨
(b,a)

(X) = −
∨

(b,a)

(X).

If X : I → Rn×m is a matrix-function, then
∨
I

(X) is the sum of total variations on I of its

components xij (i = 1, . . . ,m; j = 1, . . . ,m).
X(t−) and X(t+) are, respectively, the left and the right limits of X at the point t (X(α−) = X(α)

if α ∈ I and X(β+) = X(β) if β ∈ I; if α or β do not belong to I, then X(t) is defined by the continuity
outside of I).

d1X(t) = X(t)−X(t−), d2X(t) = X(t+)−X(t).
BV(I;Rn×m) is the set of all bounded variation matrix-functions X : I → Rn×m (i.e. such that∨

I

(X) < ∞).

BV(I;D), where D ⊂ Rn×m, is the set of all bounded variation matrix-functions X : I → D.
BVloc(I;D) is the set of all X : I → D for which the restriction on [a, b] belong to BV([a, b];D)

for every closed interval [a, b] from I.
A matrix-function is said to be continuous, integrable, nondecreasing, etc., if each of its components

is such.
We introduce the operators. Let a ∈ I be a fixed point, and X ∈ BVloc(I,Rl×n) and Y ∈

BVloc(I;Rn×m). Then we put

B(X,Y )(t) = X(t)Y (t)−X(a)Y (a)−
t∫

a

dX(τ) · Y (τ) for t ∈ I,

I(X,Y )(t) =

t∫
a

d
(
X(τ) + B(X,Y )(τ)

)
·X−1(τ) for t ∈ I,
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DB(Y1, X1;Y2, X2)(t) = B(X1, Y1)(t)− B(X2, Y2)(t) for t ∈ I,

DI(Y1, X1;Y2, X2)(t) = I(X1, Y1)(t)− I(X2, Y2)(t) for t ∈ I.

Definition 1. We say that the sequence (Ak, fk; tk) (k = 1, 2, . . . ) belongs to the set S(A0, f0; t0)
if for every c0 ∈ Rn and a sequence ck ∈ Rn (k = 1, 2, . . . ) satisfying condition (7), the problem
(1k), (2k) has a unique solution xk for any sufficiently large k and condition (6) holds.

In [4,7], the necessary and sufficient (effectively sufficient) conditions are established that guarantee
the inclusion (

(Ak, fk; tk)
)+∞
k=1

∈ S(A0, f0; t0). (8)

Analogous results are established for the general linear boundary value problems in [3, 4].

Definition 2. We say that the sequence (Ak, fk; tk) (k = 1, 2, . . . ) belongs to the set Sloc(A0, f0; t0−)
if tk < t0 (k = 1, 2, . . . ) and for every c0 ∈ Rn and the sequence ck ∈ Rn (k = 1, 2, . . . ) satisfying
condition (31), the problem (1k), (2k) has a unique solution xk for any sufficiently large k and condition
(3) holds.

Definition 3. We say that the sequence (Ak, fk; tk) (k = 1, 2, . . . ) belongs to the set Sloc(A0, f0; t0+)
if tk > t0 (k = 1, 2, . . . ) and for every c0 ∈ Rn and the sequence ck ∈ Rn (k = 1, 2, . . . ) satisfying
condition (32), the problem (1k), (2k) has a unique solution xk for any sufficiently large k and condition
(3) holds.

Definition 4. We say that the sequence (Ak, fk; tk) (k = 1, 2, . . . ) belongs to the set Sloc(A0, f0; t0±)
if tk = t0 (k = 1, 2, . . . ) and for every c0 ∈ Rn, the sequence ck ∈ Rn (k = 1, 2, . . . ) and j ∈ {1, 2}
satisfying condition (3j), the problem (1k), (2k) has a unique solution xk for any sufficiently large k
and condition (3) holds.

Definition 5. We say that the sequence (Ak, fk; tk) (k = 1, 2, . . . ) belongs to the set S∗
loc(A0, f0; t0−)

if tk < t0 (k = 1, 2, . . . ) and for every c∗1 ∈ Rn and the sequence ck ∈ Rn (k = 1, 2, . . . ) satisfying
condition (51), the problem (1k), (2k) has a unique solution xk for any sufficiently large k and condition
(31) holds.

Definition 6. We say that the sequence (Ak, fk; tk) (k = 1, 2, . . . ) belongs to the set S∗
loc(A0, f0; t0+)

if tk > t0 (k = 1, 2, . . . ) and for every c∗2 ∈ Rn and the sequence ck ∈ Rn (k = 1, 2, . . . ) satisfying
condition (52), the problem (1k), (2k) has a unique solution xk for any sufficiently large k and condition
(32) holds.

Definition 7. We say that the sequence (Ak, fk; tk) (k = 1, 2, . . . ) belongs to the set S∗
loc(A0, f0; t0±)

if tk = t0 (k = 1, 2, . . . ) and for every c∗j ∈ Rn (j = 1, 2) and the sequences ck ∈ Rn (k = 1, 2, . . . )
satisfying conditions (5j) (j = 1, 2), the problem (1k), (2k) has a unique solution xk for any sufficiently
large k and conditions (3j) (j = 1, 2) hold.

(A) The results concerning the sets S(A0, f0; t0), Sloc(A0, f0; t0−), Sloc(A0, f0; t0+) and
Sloc(A0, f0; t0±)

Theorem 1. Let A0 ∈ BV(I;Rn×n), f0 ∈ BV (I;Rn), t0 ∈ I, and the sequence of points tk ∈ I
(k = 1, 2, . . . ) be such that

det
(
In + (−1)jdjA0(t)

)
̸= 0 for t ∈ I, (−1)j(t− t0) < 0 and for t = t0

if j ∈ {1, 2} is such that (−1)j(tk − t0) > 0 for every k ∈ {1, 2, . . . } (9)

and
lim

k→+∞
tk = t0. (10)

Then inclusion (8) holds if and only if there exists a sequence of matrix-functions Hk ∈ BV(I;Rn×n)
(k = 0, 1, . . . ) such that

inf
{
|det(H0(t))| : t ∈ I

}
> 0, (11)
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and the conditions

lim
k→+∞

Hk(t) = H0(t), (12)

lim
k→+∞

{∥∥∥DI(Ak,Hk;A0,H0)(τ)
∣∣∣t
tk

∥∥∥(1 + ∣∣∣ t∨
tk

(
DI(Ak,Hk;A0,H0)

)∣∣∣)} = 0

and

lim
k→+∞

{∥∥∥DB(fk,Hk; f0,H0)(τ)
∣∣t
tk

∥∥∥(1 + ∣∣∣ t∨
tk

(
DI(Ak,Hk;A0,H0)

)∣∣∣)} = 0

hold uniformly on I.

The last two conditions are analogy to the Opial conditions concerning to the well-posed question
for the ordinary differential case (see [14]). Note that, the Opial condition has only the sufficient
character for the last case.

We offer another form of criterion for inclusion (8), differing from Theorem 1.
Theorem 1′. Let A0 ∈ BV(I;Rn×n), f0 ∈ BV (I;Rn), t0 ∈ I, and the sequence of points tk ∈ I
(k = 1, 2, . . . ) be such that conditions (9) and (10) hold. Then inclusion (8) holds if and only if there
exists a sequence of matrix-functions Hk ∈ BVloc(I;Rn×n) (k = 0, 1, . . . ) such that conditions (11)
and

lim sup
k→+∞

∨
I

(Hk + B(Hk, Ak)) < +∞

hold, and conditions (12),

lim
k→+∞

(B(Hk, Ak)(t)− B(Hk, Ak)(tk)) = B(H0, A0)(t)− B(H0, A0)(t0)

and
lim

k→+∞
(B(Hk, fk)(t)− B(Hk, fk)(tk)) = B(H0, f0)(t)− B(H0, f0)(t0)

hold uniformly on I.

Remark 1. Without loss of generality, we can assume that H0(t) ≡ In in Theorems 1 and 1′. So

B(In, Y )(t)− B(In, Y )(s) = Y (t)− Y (s) and
I(In, Y )(t)− I(In, Y )(s) = Y (t)− Y (s) for Y ∈ BVloc(I;Rn×m).

Theorem 2. Let A0 ∈ BV(I;Rn×n), f0 ∈ BV (I;Rn), t0 ∈ I, and the sequence of points tk ∈ I
(k = 1, 2, . . . ) be such that conditions (9) and (10) hold. Let, moreover, the sequences of matrix– and
vector-functions Ak ∈ BVloc(I;Rn×n) (k = 1, 2, . . . ) and fk ∈ BVloc(I;Rn) (k = 1, 2, . . . ) be such that
the conditions

lim
k→+∞

sup
t∈I, t ̸=tk

{
∥Akj(t)−A0j(t)∥

(
1 +

∣∣∣ t∨
tk

(Ak −A0)
∣∣∣)} = 0 (13)

and

lim
k→+∞

sup
t∈I, t ̸=tk

{
∥fkj(t)− f0j(t)∥

(
1 +

∣∣∣ t∨
tk

(Ak −A0)
∣∣∣)} = 0 (14)

hold if j ∈ {1, 2} is such that (−1)j(tk − t0) ≥ 0 for every k ∈ {1, 2, . . . }, where

Akj(t) ≡ (−1)j(Ak(t)−Ak(tk))− djAk(tk) (j = 1, 2; k = 0, 1, . . . ), (15)
fkj(t) ≡ (−1)j(fk(t)− fk(tk))− djfk(tk) (j = 1, 2; k = 0, 1, . . . ). (16)

Then

((Ak, fk; tk))
+∞
k=1 ∈ Sloc(A0, f0; t0−) if j = 1,
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((Ak, fk; tk))
+∞
k=1 ∈ Sloc(A0, f0; t0+) if j = 2

and

((Ak, fk; tk))
+∞
k=1 ∈ Sloc(A0, f0; t0±) if j ∈ {1, 2}.

Remark 2. In Theorem 2, the sequence xk(t) (k = 1, 2, . . . ) converges to x0 uniformly on the set
{t ∈ I, t ≤ t0} if tk > t0 (k = 1, 2, . . . ), and on the set {t ∈ I, t ≥ t0} if tk < t0 (k = 1, 2, . . . ); as
for the case, where tk = t0 (k = 1, 2, . . . ), the sequence xk(t) (k = 1, 2, . . . ) converges to x0 uniformly
in both intervals {t ∈ I : t < t0} and {t ∈ I : t > t0}. Moreover, if conditions (13) and (14) hold
uniformly on the set I, then these conditions are equivalent to the conditions

lim
k→+∞

{∥∥(Ak(t)−Ak(tk))− (A0(t)−A0(t0))
∥∥(1 + ∣∣∣ t∨

tk

(Ak −A0)
∣∣∣)} = 0 (17)

and

lim
k→+∞

{∥∥(fk(t)− fk(tk))− (f0(t)− f0(t0))
∥∥(1 + ∣∣∣ t∨

tk

(Ak −A0)
∣∣∣)} = 0 (18)

uniformly on I, respectively, since (17) and (18) imply that

lim
k→+∞

djAk(t) = djA0(t) and lim
k→+∞

djfk(t) = djf0(t)

uniformly on I for every j ∈ {1, 2}. In addition, equalities (7j) (j = 1, 2) hold and,therefore, as above,
conditions (3j) (j = 1, 2) hold, as well. Thus, in the case under consideration, condition (3) holds
uniformly on I, i.e., condition (6) holds, as well.

Theorem 3. Let A∗
0 ∈ BV(I;Rn×n), f∗

0 ∈ BV (I;Rn), c∗0 ∈ Rn, t0 ∈ I, and the sequence of points
tk ∈ I (k = 1, 2, . . . ) be such that condition (10) holds,

det
(
In + (−1)jdjA

∗
0(t)

)
̸= 0 for t ∈ I, (−1)j(t− t0) < 0 and for t = t0

if j ∈ {1, 2} is such that (−1)j(tk − t0) > 0 for every k ∈ {1, 2, . . . },

and the Cauchy problem

dx = dA∗
0(t) · x+ df∗

0 (t),

x(t0) = c∗0

has a unique solution x∗
0. Let, moreover, the sequences of matrix– and vector-functions Ak,Hk ∈

BVloc(I;Rn×n) (k = 1, 2, . . . ) and fk, hk ∈ BVloc(I;Rn) (k = 1, 2, . . . ) and of constant vectors
c∗k ∈ Rn (k = 1, 2, . . . ) be such that the conditions

inf
{
|det(Hk(t)| : t ∈ I, t ̸= tk

}
> 0 for every sufficiently large k,

lim
k→+∞

c∗k = c∗0, lim
k→+∞

c∗kj = c∗0j , (19)

lim
k→+∞

sup
t∈I, t ̸=tk

{
∥A∗

kj(t)−A∗
0j(t)∥

(
1 +

∣∣∣ t∨
tk

(A∗
k −A∗

0)
∣∣∣)} = 0

and

lim
k→+∞

sup
t∈I, t≠tk

{
∥f∗

kj(t)− f∗
0j∥

(
1 +

∣∣∣ t∨
tk

(A∗
k −A∗

0)
∣∣∣)} = 0

hold for some j ∈ {1, 2}, where

A∗
kj(t) = (−1)j(A∗

k(t)−A∗
k(tk))− djA

∗
k(tk),
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f∗
kj(t) = (−1)j(f∗

k (t)− f∗
k (tk))− djf

∗
k (tk) for t ∈ I (j = 1, 2; k = 0, 1, . . . );

A∗
k(t) = I(Hk, Ak)(t),

f∗
k (t)=hk(t)−hk(tk)+B(Hk, fk)(t)−B(Hk, fk)(tk)−

t∫
tk

dA∗
k(s) · hk(s) for t∈I (k=1, 2, . . . );

c∗k = Hk(tk)ck + hk(tk) (k = 1, 2, . . . ),

c∗kj = c∗k + (−1)j
(
djA

∗
k(tk)c

∗
k + djf

∗
k (tk)

)
(j = 1, 2; k = 0, 1, . . . ).

Then problem (1k), (2k) has a unique solution xk for any sufficiently large k and

lim
k→+∞

sup
t∈I, t ̸=tk

∥∥Hk(t)xk(t) + hk(t)− x∗
0(t)

∥∥ = 0.

Remark 3. In Theorem 3, the vector-function x∗
k(t) ≡ Hk(t)xk(t)+hk(t) is a solution of the problem

dx = dA∗
k(t) · x+ df∗

k (t),

x(tk) = c∗k

for every sufficiently large k.

Corollary 1. Let A0 ∈ BV(I;Rn×n), f0 ∈ BV (I;Rn), c0 ∈ Rn, t0 ∈ I, and the sequences Ak ∈
BV(I;Rn×n) (k = 1, 2, . . . ), fk ∈ BV (I;Rn) (k = 1, 2, . . . ), ck ∈ Rn (k = 1, 2, . . . ) and tk ∈ I
(k = 1, 2, . . . ) be such that conditions (9), (10), (11),

lim
k→+∞

(ckj − φk(tk)) = c0j ,

lim
k→+∞

sup
t∈I, t ̸=tk

∥Hk(t)−H0(t)∥ = 0,

lim
k→+∞

sup
t∈I, t ̸=tk

{∥∥∥DI(Ak,Hk;A0,H0)(τ)
∣∣∣t
tk

∥∥∥(1 + ∣∣∣ t∨
tk

(DI(Ak,Hk;A0,H0))
∣∣∣)} = 0

and

lim
k→+∞

sup
t∈I, t ̸=tk

{∥∥∥∥DB(fk − φk,Hk; f0,H0)(τ)
∣∣∣t
tk

+

t∫
tk

dI(Hk, Ak)(τ) · φk(τ)

∥∥∥∥(1 + ∣∣∣ t∨
tk

(DI(Ak,Hk;A0,H0))
∣∣∣)} = 0

hold for some j ∈ {1, 2}, where Hk ∈ BVloc(I;Rn×n) (k = 0, 1, . . . ), φk ∈ BVloc(I;Rn) (k = 1, 2, . . . )
and ckj (k = 0, 1, . . . ) are defined by (4). Then problem (1k), (2k) has a unique solution xk for any
sufficiently large k and

lim
k→+∞

sup
t∈I, t ̸=tk

∥xk(t)− φk(t)− x0(t)∥ = 0.

(B) The results concerning the sets S∗
loc(A0, f0; t0−), S∗

loc(A0, f0; t0+) and S∗
loc(A0, f0; t0±)

For the goal, we will use the following easy lemma.

Lemma 1. Let j ∈ {1, 2} be such that condition (5j) hold, where c∗j ∈ Rn, and the vectors ckj(k =
1, 2, . . . ) are defined by (4). Then the vector-function x∗1(t) ≡ x0(t) + x01(t) will be a solution of
system (1) under the condition x(t0−) = c∗1, and the vector-function x∗2(t) ≡ x0(t) + x02(t) will be a
solution of system (1) under the condition x(t0+) = c∗2.
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Theorem 2∗. Let A0 ∈ BV(I;Rn×n), f0 ∈ BV (I;Rn), t0 ∈ I, and the sequence of points tk ∈ I
(k = 1, 2, . . . ) be such that conditions (9) and (10) hold. Let, moreover, the sequences of matrix– and
vector-functions Ak ∈ BVloc(I;Rn×n) (k = 1, 2, . . . ) and fk ∈ BVloc(I;Rn) (k = 1, 2, . . . ) be such that
conditions (13) and (14) hold if j ∈ {1, 2} is such that (−1)j(tk − t0) ≥ 0 for every k ∈ {1, 2, . . . },
where Akj(t) (j = 1, 2; k = 0, 1, . . . ) and fkj(t) (j = 1, 2; k = 0, 1, . . . ) are defined by (15) and (16),
respectively. Then

((Ak, fk; tk))
+∞
k=1 ∈ S∗

loc(A0, f0; t0−) if j = 1,

((Ak, fk; tk))
+∞
k=1 ∈ S∗

loc(A0, f0; t0+) if j = 2

and

((Ak, fk; tk))
+∞
k=1 ∈ S∗

loc(A0, f0; t0±) if j ∈ {1, 2}.

Theorem 3∗. Let the conditions of Theorem 3 be fulfilled, with the exclusion of (19), instead of which
the condition

lim
k→+∞

c∗kj = c∗j , (20)

holds, where the vectors c∗kj ∈ Rn (k = 1, 2, . . . ) are defined as in Theorem 3, and c∗j ∈ Rn is a vector
differing from c∗0j, in general. Then problem (1k), (2k) has a unique solution xk for any sufficiently
large k and

lim
k→+∞

sup
t∈I, t ̸=tk

∥∥Hk(t)xk(t) + hk(t)− x∗
0(t)− x∗

j (t)
∥∥ = 0,

where the function x∗
1 is a solution of the homogeneous system

dx = dA∗
0(t) · x

on the set {t ∈ I : t < t0} under the condition

x∗
1(t0−) = c∗1 − x∗

0(t0−),

and the function x∗
2 is a solution of the homogeneous system on the set {t ∈ I : t > t0} under the

condition
x∗
2(t0+) = c∗2 − x∗

0(t0+).

Corollary 1∗. Let the conditions of Corollary 1 be fulfilled with the exclusion of (20), instead of
which the condition

lim
k→+∞

(ckj − φk(tk)) = c∗j

holds for some j ∈ {1, 2}, where the vectors c∗kj ∈ Rn (k = 1, 2, . . . ) are defined as in Theorem 3, and
c∗j ∈ Rn is a vector differing from c∗0j, in general. Then problem (1k), (2k) has a unique solution xk

for any sufficiently large k and

lim
k→+∞

sup
t∈I, t ̸=tk

∥∥xk(t)− φk(t)− x0(t)− x0j

∥∥ = 0,

where the vector-function x0j is defined as above.
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