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Abstract. A non-negative ground state solution w(z) of the nonlinear Schrodinger equation with
non-monotone potential is studied. The existence of local maxima of u(z) which are attained on the
given intervals in one-dimensional space variable x is shown. Next, it is proved that the stationary
point of u(x) per one interval is unique. The co-existence of the local extrema of ground state solution
and external potential on the same interval is considered, too.!
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1 Introduction and mathematical setting

1.1 Localized local maxima

Let [a,b] C R be a bounded interval and u : R — R, u = u(z), be a C'-function. Recall that u(x)
attains a local maximum in a prescribed interval [a,b] if there exists a point xs € [a,b] such that
u'(zs) = 0 (stationary point of u(z)) and «’(x) changes sign at x5 such that u/(z) > 0 in (x5 — €, x5)
and u/(x) < 0 in (xs, 25 + €) for some € > 0. One can say that x is localized on [a, b].

For instance, if [a,b] = [0, 7] and u(z) = exp(sin(z)), then the differential equation u” + (sin(z) —
cos?(z))u = 0 possesses a positive solution u(z) having a local maximum at s = 7/2, which is
localized and unique in [a, b].

1.2 Time-independent nonlinear Schrédinger equation (NLSE)

In the paper, we consider C?-solutions u(x) of the following one-dimensional time-independent non-
linear Schrédinger equation:

an (u 2m

R
where p € R is the chemical potential, i is the Planck constant, m is the particle mass, V(z) is a
continuous the so-called linear, or external, or trapping potential and the nonlinear potential f satisfies:

f(z,s*) > —g(z), (x,s) € R? (1.2)

V(x)>u+ zh—rgf(x, [u*)u = 0, (1.1)

where g(z) is a continuous function. In the accordance with (1.2), the following two cases occur:

(1) if g(x) < 0, then f(x,s?) is an attractive potential: f(x,s?) > 0, (x,s) € R?; especially for
g(x)= 0, assumption (1.2) allows f(z, s?) to be a classic attractive potential: f(x,s?) = fo(x)s?
with fo(x) > 0; hence, in this case, our result can be interperted as the non-monotonic behaviour
of particle density in the Bose—Einstein condensate (BEC);

(2) if g(x) > 0 and g(x) # 0, then assumption (1.2) allows f(x,s?) to be a repulsive potential:
f(x,8%) <0, (z,s) €R?, but not a classic repulsive potential: f(z,s*)= fo(x)s*> with fo(x) < 0;
an example of a repulsive potential satisfying (1.2) is f(x, s?) = —go(x) arctan(s?), where g(x) =
5 9o(x) with go(x) > 0.

1.3 Motivation for mathematical treatment of localized local maxima
of ground state solution of NLSE

The so-called solitary wave ¢ : R x R — C defined by

G(w,t) = e et u(z) (1.3)
satisfies the time-dependent nonlinear Schrédinger equation
0 n* 92
ih S8 = = S V@~ (9P, (1.4

at  2m Oz

provided u(x) is a solution of our main equation (1.1). In such a situation, u(x) is called as the ground
state solution of NLSE (1.1). If f(x,s%) = fo(z)s?, equation (1.4) is known as the Gross—Pitaevski
equation (GPE), which is a model for a wave function of the particles in an atomic cloud in BEC. The
quantity |1(x,t)|? represents the particle density in BEC, which has the common stationary points in
the variable x with a non-negative ground state solution, since

0
[z, )] = u*(2) and o~ [y(@,t)* = (W(2))" = 2u(z)u'(2). (1.5)
x
Hence, the non-monotonic behaviour of particle density |(x,t)|? is strictly related with the extrema
of the ground state solution u(x). Among all known numerical simulations in which we can see the
non-monotonic behaviour of particle density in BEC (see [1-4] and [7-11]), we point out the next
three:
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e BEC with spatially modulated parameters — Figure 1. The exact ground state solution
u(z) = p(x)®(0(z)) of the main equation (1.1) especially for f(x,s?) = fo(x)s?, where ®(t) is
a solution of the corresponding Duffing equation. The potential V' (x), the spatially modulation
fo(x) and the frequency 0(x) are generated by the amplitude function p(x) via certain differential
relations derived by the similarity transformations (for details see [4]).

0.2
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Figure 1. [4, Figure 2 — case (a)]

e A spin-orbit coupled BEC — Figure 2. The numerical simulation realized by a split-step
Crank—Nicolson method for the stationary states || and |12 of an integrable system of coupled
GPEs (1.4) solved by combining the Lax pair method and gauge transformation approach (for
details see [11]).
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Figure 2. [11, Figure 7]

e The ground and first excited states in BEC — Figure 3. The numerically ground state
solution wu(z) of the main equation (1.1), which is computed by the gradient flow with discrete
normalization, where the discretizing has been made in two ways (the backward Euler sine-
pseudospectral and backward/forward Euler sine-pseudospectral methods) (for details see [3]).

This numerical simulation is the most interesting for our consideration in the paper, because it
visualizes the next two issues:

- relation between non-monotonic behaviours of u(x) and V(z): when V(z) is non-monotonic,
then u(z) is non-monotonic too, although it is very well known that the classic theory for the



Localized Local Maxima for Non-Negative Ground State Solution of Nonlinear Schrédinger Equation ... 117

140

r 1105

170

135

Figure 3. [3, Figure 1(b), u(z) — solid line, V() — dashed lines]

linear Schrodinger equation says that when V() is a harmonic potential: V(x) = A|z|?, A > 0,
which is increasing on (0, 00), then u(x) is of Gaussian type: u(x) = Be~l*I* | B > 0, which is
decreasing on (0, 00), see in [8, Section 2.3: Density profile and velocity distribution];

- the co-existence of local extrema on the same interval: u(x) attains the local maxima (resp.,
minima) in the intervals where the V(z) attains its minima (resp., maxima).

In Section 2, we state and describe our main assumptions and results, which are proved in Section 3.
The essential advantages of our method with respect to the method presented in the recently published
paper [5] are: the assumption for strictly positivity of w(z) is relaxed so that u(z) is now a non-
negative ground state solution having the most finite number of zeros per one interval; here, the
nonlinear potential f(z, s?) is not only of attractive type but it can also be of a repulsive type, which
is described above just after (1.2); our conditions on the external potential V' (z) is more general than
related one considered in [6], which is shown below in Subsection 2.2.

2 Statement of the basic assumptions and main results

2.1 Basic assumptions
Let [a,b] C R be a bounded interval on which the ground state solution u(x) satisfies:
u(x) possesses at most finite number of zeros in [a, b], (Hp)

and the potential difference between p and (V(z) + g(x))2m/h? satisfies:

o 27773 (V(z)+g(z)) >0 in [a,b]. (H-basic)

The next consequence of the assumptions (Hp) and (H-basic) is worth to be pointed out.

Proposition 2.1. Let (1.2) and (H-basic) hold. If the ground state solution u(x) of (1.1) satisfies
(Ho) and u(x) >0 in [a,b], then u(zx) has at most one stationary point in [a, b].

Indeed, if the ground state solution u(z) is non-negative in [a,b] and has two stationary points
x1,T9 € [a,b], T1 # x2, then integrating (1.1) over [z1,x2] together with assumptions (1.2), (Hy) and
(H-basic), we have

0= () — /(1) < — / (1= 23 (V) + (o)) o < 0,
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which is not possible. Thus, the stationary point of u(x) in [a,b] is unique if it exists of course.
Next, the assumption (Hp) is more general than the next one,

u(z) #£0, z € [a,b)]. (Hxzo)

Although (Ho) is involved in all preceding Figures 1-3, the general assumption (Hp) is also appearing
in the context of particle density in BEC (see, for instance, [2]).

Remark 2.1. Especially for g(z) = 0 (attractive case) or g(z) > 0 (repulsive case), the assumption
(H-basic) implies

2m .

T V(z) >0 in [a,b]. (2.1)
Since the chemical potential i is a constant and V' (z) is a continuous potential in R, thanks to (2.1)
it is possible to take for [a,b] such an interval in which V(z) attains its minimum. This is in the
accordance with the numerical simulation given in Figure 3 above. More accurate relation between
the non-monotonic behaviours of u(x) and V(z) is considered in Subsection 2.3 below about the
co-existence of local extrema of u(z) and V(z).

=

2.2 The existence of localized local extrema of u(x)

On a given interval [a,b], we involve on the potentials p, V(z) and g(z) the following additional
assumption: for some ¢ € C(a,b), p(a) = ¢(b) =0, p(x) # 0 in (a,b), we have
b b

> |’ ()2
/|g0(x)\ dx > / I (V) 1 9(@) dx. (H-general)

a a

The condition (H-general) is particularly related with the eigenvalue problem for the one-dimen-
sional Laplacian operator in (a, b) with respect to the first eigenvalue A; > 0 and the corresponding
eigenvalue vector ¢ € C?(a,b) (let us remark that A\ = (7/(b — a))? and ¢(z) = sin(v/ A1 (x — a))):

©" 4+ X =0 in (a,b), ¢(a) =) =0. (2.2)
Indeed, if we suppose
2m .
— 5z (V@) +9(@)) > in [a, ], (2.3)

which is a more concrete condition than (H-general), from (2.2) and (2.3) we get
b

b b
2, _ 1 "(z)]? da ()l v
a/mx) dxAla/ISO( )I"d >/M_%n<v<x>+g<x>>d‘

a

Thus, condition (2.3) is a particular case of (H-general) taking for ¢(z) the eigenfunction from (2.2).
The first main result is

Theorem 2.1. Suppose that (1.2) is satisfied and let [a,b] be an interval such that (H-basic) and (H-
general) hold. Then every solution u(z) of the nonlinear Schrodinger equation (1.1) has a stationary
point in [a,b]. Furthermore, if u(x) > 0 in [a,b] and satisfies (Hy), then the stationary point of u(zx)
is unique in [a,b]. Moreover, u(x) attains its local maximum in [a,b)].

Since (2.3) is a particular case of (H-general), we have also derived the next interesting consequence
of the main result.

Theorem 2.2. Suppose that (1.2) holds and let [a,b] be an interval such that the potentials u, V(x)
and g(x) satisfy (2.3). Then every solution u(x) of the nonlinear Schrodinger equation (1.1) has a
stationary point on [a,b]. Furthermore, if u(xz) > 0 in [a,b] and satisfies (Hp), then the stationary
point of u(x) is unique in [a,b]. Moreover, u(x) attains its local mazimum in [a,b].

Thus, Theorem 2.2 is a particular case of Theorem 2.1, and Theorem 2.1 is more general than [6,
Theorem 3.1] even in the case g(x) = 0, because the condition (Ho) is relaxed here with (Ho).
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2.3 The co-existence of local extrema of ground state solution u(x) and
potential V(z) + g(z)

According to Theorem 2.1, we are able now to explain the case in which the ground state solution w(z)
attains a local minimum on an interval where the potential V(x) + g(z) attains its local maximum.
This is also visualized in the next figure:

Figure 4. u(x) - solid line, V(z) + g(z) — dashed lines.

For this purpose, we need to work with two disjoint intervals [a1, b1] and [as, by] such that
a1 < by < ag < by (24)

In order to simplify the notation, let

2m
2 V() + g(a).
Let the assumptions (H-basic), (H-general) and u(xz) > 0 with (Hp) be satisfied on both intervals
[ak,bi], k € {1,2}. Firstly, it implies that W(x) > 0 on [a1,b1] U [ag, ba]. Since W(z) is a continuous
potential on R, we have W(x) > 0 on [a1, b1 +¢) U (ag — €, bo] for some small enough € > 0. Secondly,
from Theorem 2.1 applied to [ay, b1] and [asg, b2] simultaneously, we obtain that w(z) has two points
of local maximum x; € [a1,b1] and x5 € [ag, bs] as well as 21 (resp., z2) is a unique stationary point
on [ay,b1] (resp., [az,bs]). Hence, u(z) attains its local minimum on [by, az]. On the other hand, we
claim that

Wi(a) = p—

there exists xo € (b1 + ¢, az — €) such that W(zg) < 0. (2.5)

Indeed, if we suppose the contrary, then W(z) > 0 in (b; + €,a2 — €) and hence, W(z) > 0 on
Je == [x1,b1 + €) U (a2 — &,22]. Next, since v/(z1) = v'(x2) = 0, integrating equation (1.1) over
[x1,22] C [a1,b2], as in the proof of Proposition 2.1, we obtain

0< —/W(x)u(x) dx. (2.6)

Since W(z) > 0 on J. and u(x) > 0, from (Hp) and (2.6) it follows that 0 < 0. Hence, W(z) has to
satisfy (2.5). Since W (x) is supposed to be strictly positive on [ak, bx], k € {1,2}, this implies that
W (x) has a negative minimum on [b1, as] and hence, V(x) + g(z) attains a local maximum on [by, ag).
Thus, we have shown the next result.

Theorem 2.3. Suppose that (1.2) is satisfied and let [ax, bg], k € {1,2} be two disjoint intervals such
that (2.4) hold. If (H-basic) and (H-general) are satisfied on [ay,bx], k € {1,2}, then on the interval
[b1,as] the ground state solution u(x) has a local minimum and the potential V(x) + g(x) attains a
local mazimum.

In particular, for g(z) = 0, Theorem 2.3 shows that V(z) has to be necessarily a non-monotonic
potential on [by, as).
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3 Proofs of main results

3.1 Some propositions

Before stating two propositions used in the proof of Theorem 2.1, we first state and prove the next

Proposition 3.1. Every solution u(x) of NLSE (1.1) which satisfies (Hxzo) has a stationary point in
[a,b] if and only if there is no any solution (v, R) of the first-order system

R=14+ R [(1 =20V @) + 20 (o o@)?)] i (a,0),
) | (3.1)
v = mv in (a,b),

such that v, R € C([a,b]) N C*(a,b), v(z) # 0 and R(x) # 0, Yz € [a,b].

Proof. (Direction =) Arguing by contradiction, let there exist a function v € C([a,b]) N C*(a,b),
v(z) # 0 on [a, b] and a function R € C([a,b])NC*(a,b), R(x) # 0 on [a, b] which satisfy the first-order
system (3.1). Then

= - @) = [ (s 23 V@) + 23 F (@) |v(a)

and thus, v(x) is a solution of NLSE (1.1) such that v’'(z) = v(z)/R(z) # 0 on [a,b]. It contradicts
the assumption that every solution of NLSE (1.1) has a stationary point in [a, b].

(Direction <=) On the contrary, if u(x) is a solution of NLSE (1.1) such that u/(x) # 0 on [a, b],
then the pair of functions R(x) := u(z)/v'(x) and v(z) := u(x) is the solution of system (3.1) such
that R(z) # 0 and u(z) # 0 on [a, b], because of (Hxo) and

Rh)lﬁ&wﬂ)
ﬁ+£$Kngmm+ﬁvwmwﬂ

=14+ B @)[ (- T3 V(@) + o0 f (e () ).

This contradicts the assumption that (3.1) has no such a solution. It completes the proof of this
proposition. O

In the absence of the strong assumption (H), we have the following essential proposition, which
is weaker than Proposition 3.1, but it is used in the proof of the main result.

Proposition 3.2. If for a function v(x) there is no any solution R € C([a,b]) N C'(a,b), R = R(z)
of the first-order differential equation

R=1+R(u- 2;721 Vi) + %”; P Jo@)P)] in (a.b), (3.2)

then every solution u(x) of NLSE (1.1) has a stationary point in |a,b].

Proof. By contradiction, let u(x) be a solution of (1.1) such that «/(z) # 0 for all = € [a,b]. Then the
function R(x) = u(z)/u'(x) is well defined on [a, b], R € C([a,b])NC(a,b) and satisfies equation (3.2)
with v(z) = u(x) (because we can use the similar computation as in the proof of Proposition 3.1).
This contradicts the main assumption of this lemma and hence, there exists =5 € [a,b] such that
u'(zs) = 0, which proves the proposition. O
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Now we give a condition ensuring that u(z) attains its local maximum at a stationary point.

Proposition 3.3. Suppose that (1.2) holds and let x5 € [a,b] be a stationary point of a solution u(x)
of NLSE (1.1). If u(z) > 0 on [a,b] and satisfies (Ho), and the potentials u, V(x) and g(x) satisfy
(H-basic), then x4 is a unique stationary point of u(x). Moreover, u(z) attains a local mazimum at x.

Proof. Let u(xz) > 0 and satisfy (Hp). Since all potentials in (H-basic) are continuous, there exists

€ > 0 such that 5
m .
" F(V(m)—i—g(m)) >0 in (a—e,b+e). (3.3)

Integrating (1.1) over [z, z;], where z € (a — £, z), and using (1.2), (Hp) and (3.3), we obtain

< [ [n- 35 V(o) + glo))]ulo) do <.

which shows that u/(z) > 0 for all € (a — ¢, x5). Analogously, integrating (1.1) over [zg,x], where
x € (ws,b+ €), we obtain

(@) < —/ = 2%’; (V(0) +9(0)) | u(e) do <0,

Ts

which shows that v/(z) < 0 for all z € (xs,b 4+ ¢). Thus, u(x) has a local maximum at the given
stationary point x5. The uniqueness of g immediately follows from Proposition 2.1. O

3.2 Proof of Theorem 2.1

By Proposition 3.2 it is enough to show that the assumption (H-general) ensures that for any v(z)
there is no any solution R(z), R € C([a,b]) N C1(a,b) of equation (3.2). Indeed, if there exists
such a solution, then multiplying (3.2) by »?(z), where ¢ € C([a,b]) N C(a,b), ¢(z) # 0 in (a,b),
(a) = ¢(b) = 0 and using (1.2), we obtain

b b

[t - [ [vamisomn « 22 s [ 5

where Q(z) := p— 2% (V(z) + g(z)) and Q(z) > 0 on [a,b] due to the assumption (H-basic). Previous
inequality contradicts the main assumption of this theorem and hence, there is no any solution R(z),
R € C(la,b])NC(a,b) of equation (3.2). Therefore, Proposition 3.2 gives the existence of a stationary
point of u(x) in [a,b]. Now, the rest of this proof immediately follows from Proposition 3.3.

a a
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