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CERTAIN PROPERTIES OF GENERALIZED
ANALYTIC FUNCTIONS FROM SMIRNOV CLASS
WITH A VARIABLE EXPONENT



Abstract. Let D be a simply connected domain bounded by a simple, closed, rectifiable curve Γ,
p = p(t) be the given on Γ positive measurable function, and z = z(ζ), ζ = reiϑ be conformal mapping
of the circle U = {ζ : |ζ| < 1} onto the domain D.

The function W (z), generalized-analytical in I. Vekua’s sense, belongs to the Smirnov class
Ep(t)(A;B;D), if

(1) W ∈ Us,2(A;B;D);

(2) sup
0<r<1

2π∫
0

|W (z(reiϑ))|p(z(eiϑ))|z′(reiϑ)| dϑ < ∞

(see [15]).
When p(t) is Log–Hölder function continuous in Γ and min p(t) = p > 1, we considers the problems

of representability of functions from Ep(t)(A;B;D) by the generalized Cauchy integral, show the
connection between the generalized Cauchy type integral and the generalized singular integral; of
special interest is the question of extendability of functions from those classes, and the symmetry
principle is proved.
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ÒÄÆÉÖÌÄ. ÅÈØÅÀÈ, D ÝÀËÀÃÁÌÖËÉ ÀÒÄÀ ÛÄÌÏÓÀÆÙÅÒÖËÉ ÌÀÒÔÉÅÉ, ÂÀßÒ×ÄÅÀÃÉ, ÛÄÊÒÖËÉ Γ

ßÉÒÉÈ, p = p(t) ÌÀÓÆÄ ÂÀÍÓÀÆÙÅÒÖËÉ ÃÀÃÄÁÉÈÉ ÆÏÌÀÃÉ ×ÖÍØÝÉÀÀ, áÏËÏ z = z(ζ), ζ = reiϑ

ÄÒÈÄÖËÏÅÀÍÉ U = {ζ : |ζ| < 1} ßÒÉÓ D ÀÒÄÆÄ ÊÏÍ×ÏÒÌÖËÀÃ ÀÌÓÀáÅÄËÉ ×ÖÍØÝÉÀÀ.
D ÀÒÄÛÉ É. ÅÄÊÖÀÓ ÀÆÒÉÈ ÂÀÍÆÏÂÀÃÄÁÖËÉ ÀÍÀËÉÆÖÒÉ W (z) ×ÖÍØÝÉÀ ÄÊÖÈÅÍÉÓ ÓÌÉÒÍÏÅÉÓ

ÝÅËÀÃÌÀÜÅÄÍÄÁËÉÀÍ Ep(t)(A;B;D) ÊËÀÓÓ, ÈÖ:

(1) W ∈ Us,2(A;B;D);

(2) sup
0<r<1

2π∫
0

|W (z(reiϑ))|p(z(eiϑ))|z′(reiϑ)| dϑ < ∞

(Éá. [15]).
ÍÀÛÒÏÌÛÉ ÂÀÍÉáÉËÄÁÀ Ep(t)(A;B;D) ÊËÀÓÉÓ ×ÖÍØÝÉÀÈÀ ÊÏÛÉÓ ÉÍÔÄÂÒÀËÉÈ ßÀÒÌÏÃ-

ÂÄÍÀÃÏÁÉÓ ÓÀÊÉÈáÉ, ÊÏÛÉÓ ÔÉÐÉÓ ÂÀÍÆÏÂÀÃÄÁÖËÉ ÉÍÔÄÂÒÀËÉÈ ßÀÒÌÏÃÂÄÍÉËÉ ×ÖÍØÝÉÉÓ
ÓÌÉÒÍÏÅÉÓ ÊËÀÓÉÓÀÃÌÉ ÌÉÊÖÈÅÍÄÁÉÓ ÓÀÊÉÈáÉ, ÛÄÓßÀÅËÉËÉÀ ÓÌÉÒÍÏÅÉÓ ÊËÀÓÉÓ ×ÖÍØÝÉÀÈÀ
ÂÀÂÒÞÄËÄÁÀÃÏÁÉÓ ÓÀÊÉÈáÉ; ÃÀÌÔÊÉÝÄÁÖËÉÀ ÓÉÌÄÔÒÉÉÓ ÐÒÉÍÝÉÐÉ, ÒÏÝÀ p(t) Log–Hölder-ÉÓ
ÀÆÒÉÈ ÖßÚÅÄÔÉ ×ÖÍØÝÉÀÀ Γ-ÆÄ ÃÀ min p(t) = p > 1.
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1. Introduction

The Hardy classes Hp of analytic in a unit circle U functions and their generalizations, i.e., Smirnov
classes Ep(D), p > 0, are the main objects of investigation of mathematical analysis (see [2,3,10,16],
etc.). They have a great number of applications in the boundary value problems of the theory of
analytic functions.

Recently, the Lebesgue spaces with a variable exponent Lp(t) and their applications attract attention
of many mathematicians. This tendency has touched upon certain questions of the theory of analytic
functions. The notions of Hardy and Smirnov classes (with a variable exponent) of analytic functions
have been introduced in [5] and [6] and successfully applied to the boundary value problems; a part
of those applications are reflected in [7].

For a constant p, the analogues of Smirnov classes for generalized analytic functions are presented
in [4, 11–14] and some boundary value problems in these classes are studied therein.

The perspective to investigate the boundary value problems for generalized analytic functions more
thoroughly made it necessary to introduce Smirnov classes with a variable exponent. But towards this
end, one has, first of all, to know the properties of generalized Cauchy type integrals and generalized
singular integrals with densities from the class Lp(t). These questions have been studied in [9]. In
particular, the validity of analogues of Sokhotski-Plemelj’s formulas in the case of arbitrary, simple,
rectifiable curves and summable densities has been proved, and the continuity in the space Lp(t)(Γ)

(with weight) of the operator S̃Γ generated by a generalized singular integral when Γ is the Carleson
curve has been proved, as well. All that made it possible to introduce the notion of Smirnov classes with
a variable exponent for generalized analytic functions and to establish a series of their properties [15];
some of them we will frequently refer to in this work, are cited below, in Subsection 3.1. It should be
noted here that in [15] the questions of extension and the symmetry principle for the introduced classes
were left unconsidered; the case of unbounded domains was‘ considered superficially; the belonging of
the generalized Cauchy type integrals with density from Lp(t) to Smirnov classes was not considered
in detail.

The present paper, being the continuation of our previous work [15], deals with the problems just
mentioned and provides us with many new properties of the generalized Cauchy type integrals and
Smirnov classes (with a variable exponent) of generalized analytic functions.

Relying mainly on the results obtained in [9, 15], we have succeeded in investigating the Riemann
problem for generalized analytic functions from the introduced Smirnov classes with a variable expo-
nent [8].

2. Preliminaries

2.1. Generalized analytic functions in I. N. Vekua’s sense. Let D be a simply connected
domain bounded by a simple, closed, rectifiable curve Γ and A(z), B(z) be the functions given on D.
We extend them by zero on the set E \D when E is the complex plane, retaining the same notation
for the obtained functions.

Let s > 0 and Ls(D) be a set of functions f , summable on D, of degree s. If D = E, then we put
fν(z) ≡ zνf( 1z ), ν ∈ (−∞,+∞). The set of functions f for which

f ∈ Ls(U), fν(z) ∈ Ls(U), s ≥ 1, U = {z : |z| < 1},

we denote by Ls,ν(E).
A solution W (z) of the equation

LW = ∂zW +A(z)W +B(z)W = 0 (2.1)

is said to be regular in the domain D, if every point z0 ∈ D possesses the neighborhood D(z0) ⊂ D,
where W has a generalized in Sobolev sense derivative ∂zW ≡ 1

2 (
∂W
∂x + i ∂W

∂y ).
If A,B ∈ Ls,2(D), then we denote by Us,2(A;B;D) the set of all regular solutions of the equation

(2.1). For s > 2, the equation (2.1) has regular solutions and each solution W (z) is representable in
the form

W (z) = ΦW (z) expωW (z) (= Φ expω), (2.2)
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where Φ
W

is analytic in D function, and

ωW (z) =
1

2πi

∫∫
D

(
A(ζ) +B(ζ)

W (ζ)

W (ζ)

) ds

ζ − z
.

The function ωW belongs to the Hölder class H s−2
s
(E) [17, pp. 156, 163]. The function ΦW (z) is called

a normal analytic divisor of the generalized analytic function W (z) [17, p. 160].

2.2. Principal kernels of the class Us,2(A;B;D). Let

ϕ1(z) =
1

2(t− z)
, ϕ2(z) =

1

2i(t− z)
,

where t is a fixed point of the plane E. Then there exist the functions Xj(z), j = 1, 2 (solutions of
the equation (2.1)), such that:

(1) Xj,0(z) =
Xj(z)
ϕj(z)

∈ H s−2
s
(E);

(2) the functions Xj,0(z) are continuous in D and continuously extendable on E;
(3) Xj,0(z) ̸= 0;
(4) Xj,0(t) = 1.

The functions

Ω1(z, t) = X1(z, t) + iX2(z, t), Ω2(z, t) = X1(z, t)− iX2(z, t)

are called principal normalized kernels of the class Us,2(A;B;D), s > 2 [17, p. 193]. There exist
bounded functions m1(z, t), m2(z, t) such that

Ω1(z, t) =
1

t− z
+

m1(z, t)

|t− z|α
, Ω2(z, t) =

m2(z, t)

|t− z|α
, α =

2

s
(2.3)

(see [17, p. 179]).

2.3. The generalized Cauchy type integral and generalized singular integral. Let

Γ =
{
t ∈ E : t = t(σ), 0 ≤ σ ≤ ℓ

}
,

where σ is the arc coordinate of the point t.
If Ω1, Ω2 are the principal normalized kernels of the class Us,2(A;B;D) and f ∈ L(Γ), then the

function
W (z) = (K̃Γf)(z) =

1

2πi

∫
Γ

Ω1(z, τ)f(τ) dτ − Ω2(z, τ)f(τ) dτ

is a regular solution of the equation (2.1) of the class Us,2(A;B;D) [17, pp. 156, 168].
The function (K̃Γf)(z) is called the generalized Cauchy type integral. The corresponding singular

integral is defined by the equality

(S̃Γf)(t) = lim
ε→0

1

2πi

∫
Γ−Γε(t)

Ω1(τ, z)f(τ) dτ − Ω2(z, τ)f(τ) dτ,

where Γε(t) is a small in length arc lying on Γ with the ends t(σ − ε) and t(σ + ε).
Under different assumptions for Γ and f , the integrals (K̃Γf)(z) and (S̃Γf)(t) and their interconnec-

tions have been studied in [11–14] (for details see [9]). In particular, analogues of Sokhotski–Plemelj’s
formulas have been obtained. Here we cite the most general results stated in [9].

If Γ is a simple rectifiable curve and f ∈ L(Γ), then the generalized Cauchy type integral (K̃Γf)(z)

for almost all t ∈ Γ has angular boundary values (K̃Γf)
+(t) and (K̃Γf)

−(t), and the equalities

(K̃Γf)
±(t) = ±1

2
f(t) +

1

2
(S̃Γf)(t) (2.4)

are valid.
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2.4. The space Lp(t)(Γ). Let p = p(t) be a measurable positive function on Γ. Assume

∥f∥p(t) = inf
{
λ > 0 :

ℓ∫
0

∣∣∣f(t(σ))
λ

∣∣∣p(t(σ)) dσ ≤ 1

}
and

Lp(t)(Γ) =
{
f : ∥f∥p(t) < ∞

}
.

2.5. The class of exponents P(Γ). By P(Γ) we denote a union of those measurable on Γ positive
functions p(t) for which:

(1) there exists a constant c(p) such that for any t1, t2 ∈ Γ we have

|p(t1)− p(t2)| < c(p)
∣∣ ln |t1 − t2|

∣∣−1
;

(2) p = inf
t∈Γ

p(t) > 1.

2.6. On the continuity of the operator S̃Γ in the space Lp(t)(Γ). Not touching upon the ques-
tions dealing with the investigation of that operator for constant p, we will cite here the most general
result for the variable p(t) [9].

If Γ is the Carleson curve (in the sequel, we will write Γ ∈ R) and p(t) ∈ P(Γ), then the operator
S̃Γ : f(t) → (S̃Γf)(t) is continuous in Lp(t)(Γ;ω), where ω belongs to the definite class of weighted
functions, inclusive all admissible power functions of the type

ω = |t− a|α, − 1

p(a)
< α <

1

p′(a)
a ∈ Γ, p′(t) =

p(t)

p(t)− 1
.

3. The Variable Smirnov Classes of Generalized Analytic Functions

3.1. The case of a bounded domain. Let D be a finite domain bounded by a simple rectifiable
curve Γ and µ be a measurable function different from zero almost everywhere on Γ.

We say that the generalized analytic function W (z) belongs to the Smirnov class Ep(t)(A;B;µ;D) if:
(1) W ∈ Us,2(A;B;D), s > 2;
(2)

sup
0<r<1

2π∫
0

∣∣W (z(reiϑ))µ(z(reiϑ))
∣∣p(z(eiϑ))|z′(reiϑ)| dϑ < ∞, (3.1)

where z = z(reiϑ) is conformal mapping of U onto D.
Assume Ep(t)(A;B;D) = Ep(t)(A;B; 1;D).
This class of functions has been considered in [15]. Here we present the results from [15] which we

will need in the sequel.

Statement 3.1. The function W ∈ Us,2(A;B;D), s > 2, belongs to Ep(t)(A;B;D) if and only if its
normal analytic divisor Φ

W
(see Subsection 2.1) belongs to Ep(t)(D), i.e.,

sup
0<r<1

2π∫
0

∣∣ΦW (z(reiϑ))
∣∣p(z(eiϑ))|z′(reiϑ)| dϑ < ∞. (3.2)

Statement 3.2. The function W (z) ∈ Ep(t)(A;B;D), p > 0, has angular boundary values W+(t) for
almost all t ∈ Γ and, moreover, W+(t) ∈ Lp(t)(Γ). If p ∈ P(Γ), then

(K̃ΓW
+)(z) =

{
W (z), z ∈ D,

0, z ∈ E \D.
(3.3)

Remark 3.1. It follows from Statement 3.1 that if W ∈ Ep(t)(A;B;D), p > 0, and W+(t) = 0, t ∈ E ,
E ⊂ Γ, mes E > 0, then W (z) ≡ 0, z ∈ D.
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Statement 3.3. If W ∈ Us,2(A;B;D), s > 2, and it belongs to E1(Ã; B̃;D), where

Ã(z) =

{
A(z), z ∈ D,

0, z ∈ E \D,
B̃(z) =

{
B(z), z ∈ D,

0, z ∈ E \D,

then it is representable by the formula

W (z) =
1

2πi

∫
Γ

Ω1(z, t)W
+(t) dt− Ω2(z, t)W+(t) dt,

when Ωk(z, t), k = 1, 2, are the principal normalized kernels of the class Us,2(Ã; B̃;E).

Statement 3.4. If A,B ∈ Ls,2(D), Γ ∈ R, p ∈ P(Γ), p ′ = sup
t∈Γ

p′(t), s
2 > p ′, f ∈ Lp(t)(Γ), then K̃Γf

belongs to Ep(t)(A;B;D).

Corollary 3.1. If A,B ∈ L∞(D), Γ ∈ R, p ∈ P(Γ), f ∈ Lp(t)(Γ), then (K̃Γf)(z) ∈ Ep(t)(A;B;D).

3.2. The case of an unbounded domain. We will consider only those unbounded domains D
whose boundary is a simple, closed, rectifiable curve. For the sake of simplicity, we consider only
conformal mappings z = z(s) of the circle U onto the domain D (which we denote by D−) for which
z(0) = ∞ and assume that W ∈ Ep(t)(A;B;D−) if the conditions (3.1) are fulfilled.

From the definition it follows that if W ∈ E1(A;B;D), then W (∞) = 0. If p ∈ P(Γ), then this is
likewise valid when W ∈ Ep(t)(A;B;D−) (since Ep(t)(A;B;D−) ∈ E1(A;B;D−)).

Theorem 3.1. If D− is an outer domain bounded by a simple, closed, rectifiable curve Γ, and
W ∈ E1(A;B;D−), then

W (z) = (K̃ΓW
−)(z), z ∈ D−, (3.4)

where Γ denotes the curve oriented so that moving around it leaves D− on the left.

Proof. Denote by Γρ the image of the circumference {ζ : |ζ| = ρ < 1} under the conformal mapping
of the circle U onto the domain D−. Further, let ΓR be the circumference {z : |z| = R > 1}. Then for
ρ, close to unity, and for sufficiently large R, the curve Γρ lies inside of the circle {z : |z| < R}. The
function W (z) defined in a doubly-connected domain E with the boundary Γρ ∪ ΓR is representable
by the Cauchy integral [17, p. 186], that is,

W (z) = (K̃ΓρW )(z) + (K̃ΓR
W )(z). (3.5)

We have
W (z(ρeiϑ)) = Φ

W
(z(ρeiϑ)) expω

W
(z(ρeiϑ)).

Assume
φρ(ϑ) = ΦW (z(ρeiϑ))z′(ρeiϑ)iρeiϑ,

then
W (z(ρeiϑ))z′(ρeiϑ)iρeiϑ = φρ(ϑ) expωW (z(ρeiϑ)).

Therefore

(K̃ΓρW )(z(reiβ)) =
1

2πi

2π∫
0

Ω1

(
z(reiβ), z(ρeiϑ))

)
φρ(ϑ) exp

(
ω

W
(z(ρeiϑ))

)
dϑ

− Ω2

(
z(reiβ), z(ρeiϑ)

)
φρ(ϑ) exp

(
ω

W
(z(ρeiϑ))

)
dϑ. (3.6)

Since W (z) ∈ E1(A;B;D−), Φ
W

belongs to the class E1(D−) (see Statement 3.1). Consequently,
the sequence {φρ(ϑ)} for ϑ → 1 converges in the space L([0, 2π]) to the function φ1(ϑ) [16, p. 89].

Since exp(ω
W
(z(ζ))) is continuous in U , from the above-said it follows that the sequence

{W (z(ρeiϑ))} for ρ → 1 converges in L([0, 2π]) to W (z(eiϑ)).
Let ρ0 ∈ (0, 1) and ε > 0 be a small number such that ρ0(1 + ε) = ρ1 < 1. We take the point

z(reiβ), r ∈ (0, ρ0). If ρ ∈ (ρ1, 1), then∣∣z(reiβ)− z(ρeiϑ)
∣∣ ≥ dist

(
z(reiβ),Γρ0 ∪ Γρ1

)
= m0 > 0.
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By the equality (2.3), there exists a number c such that

|Ω1(z, t)| <
c

|z − t|
=

c

|z(reiβ)− z(ρeiϑ)|
≤ c

m0
.

Owing to this fact, if we put

gρ(ϑ) = Ω1

(
z(reiβ), z(ρeiϑ)

)
φρ(ϑ),

then
|gρ(ϑ)| <

c

m0
|φρ(ϑ)|.

From the convergence of {φρ} to φ1 in L([0, 2π]) it follows that for any set E ⊂ [0, 2π] the sequence
{φρ} converges to φ1 in L(E) (see, e.g., [17]). According to the Hahn–Banach theorem [1, p. 255], we
can conclude that the family {φρ} has absolutely continuous integrals of the same degree. Moreover,
as ρ → 1, the sequence |gρ(ϑ)| converges almost everywhere to g1(ϑ).

Now, owing to the Vitali theorem [1, p. 255], we can conclude that in (3.6) the limiting passage
under the integral sign is admissible and hence

lim
ρ→1

(K̃ΓρW )(z(reiβ)) =
1

2πi

2π∫
0

Ω1

(
z(reiβ), z(eiϑ)

)
ΦW (z(reiϑ))ieiϑ expωW (z(eiϑ)) dϑ

− Ω2

(
z(reiβ), z(eiϑ)

)
ΦW (z(reiϑ))z′(eiϑ)ieiϑ expωW (z(eiϑ)) dϑ = (K̃ΓW )(z(reiβ)). (3.7)

Let us prove that
lim

R→∞
(K̃ΓR

W )(z) = 0.

Let |z| = R and t ∈ ΓR. Then |t| = R and it can be easily verified that |Ωj(z, t)| < M
R−|z| . Therefore

|(K̃ΓR
W )| < 2M

2π∫
0

|W (Reiϑ)|
(R− |z|)α

dϑ, α =
2

s
.

Since lim
R→∞

|W (Reiϑ)| = 0 for large R, we have |W (Reiϑ)| ≤ M0 and hence

|(K̃ΓR
W )| ≤ 2πMM0

(R− |z|)α
−→ 0.

This, together with (3.5) and (3.7), results in the equality (3.4). �

Remark 3.2. If orientation on Γ is chosen such that when moving around in this direction the domain
D+ leaves to the left, then the formula (3.4) takes the form

W (z) = −(K̃ΓW
−)(z), z ∈ D−.

3.3. On the belonging of the function (K̃Γf)(z)) to Smirnov class. First, let us prove an
analogue of Statement 3.4 for an unbounded domain. Towards this end, we will need the following

Lemma 3.1. Let
(1) Γ be a simple, closed, rectifiable curve bounding the finite D+ and the infinite D− domains;
(2) p ∈ P(Γ);
(3) ζ = ζ(z) be conformal mapping of U+ onto D−;
(4) ω(ζ) = k

ζ−a , a ∈ D+, ζ ∈ D−, and k be the constant such that k ≤ [dist(a,Γ)]2 = d2, hence
Γ̃ = ∂D̃, ω : D− → D̃, where D̃ is the bounded domain;

(5) the function τ = k
t−a map Γ onto Γ̃.

Assume p̃(τ) = p(kτ + a). Then
p̃(τ) ∈ P(Γ̃). (3.8)
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Proof. Let |τ1 − τ2| < 1
2 . We have∣∣p̃(τ1)− p̃(τ2)

∣∣ = ∣∣∣p( k

τ1
+ a

)
− p

( k

τ2
+ a

)∣∣∣ ≤ c(p)

| ln k|τ2−τ1|
|τ1τ2| |

. (3.9)

Since |τ1| ≥ d, |τ2| ≥ d, owing to the condition (4), we obtain k
|τ1τ2| ≤

k
d2 ≤ 1. Therefore k|τ1−τ2|

|τ1τ2| ≤
|τ1 − τ2| < 1

2 , which implies that ∣∣∣ ln k|τ1 − τ2|
|τ1τ2|

∣∣∣ > ∣∣ ln |τ1 − τ2|
∣∣,

and from (3.9) we can conclude that |p̃(τ1) − p̃(τ2)| < c(p)
| ln |τ1−τ2|| . Moreover, it is obvious that

min p̃(τ) = min
t∈γ

p(t) = p > 1. Thus the inclusion (3.8) is proved. �

Theorem 3.2. Let Γ be the simple, closed, rectifiable curve bounding the domain D−, and let the
conditions

A(z), B(z) ∈ L∞(D−), Γ ∈ R, f ∈ Lp(t)(Γ), p ∈ P(Γ), (3.10)
be fulfilled. Then the function

W (z) = (K̃Γf)(z), z ∈ D−,

belongs to the class Ep(t)(A;B;D−).

Proof. We choose a point a from D+ and assume ζ = k
z−a , where k is chosen as in Lemma 3.1. Then

z = a+ k
ζ and

W
(k
ζ
+ a

)
= (K̃Γ̃f)

(k
ζ
+ a

)
. (3.11)

We replace the integral variable in the right-hand side of (3.11) by the equality t = k
τ + a. As a

result, we obtain

W̃ (ζ) =
1

2πi

∫
Γ

Ω̃1(ζ, τ)F (τ) dτ − Ω̃2(ζ, τ)F (τ) dτ, (3.12)

where

W̃ (ζ) = W
(k
ζ
+ a

)
, Ω̃j(ζ, τ) = Ωj

(k
ζ
+ a,

k

τ
+ a

)
, j = 1, 2, F (τ) = −

f(kτ + a)

τ2
k. (3.13)

Since f ∈ Lp(t)(Γ), we have F ∈ Lp̃(τ)(γ̃), p̃(τ) = p(kτ + a). In our assumptions Lemma 3.1 is
applicable by virtue of which we have p̃(τ) ∈ P(Γ̃).

It can be easily verified that Ω̃k(ζ, τ), k = 1, 2, are the kernels of the type of principal normal
kernels. Therefore following the proof of Statement 3.4 (see Theorem 3 of [15]), we find that W̃ (ζ) ∈
Ep̃(τ)(Ã; B̃; D̃). It is not difficult to show that W ∈ Ep(t)(A;B;D). �

From Statement 3.4 and Theorem 3.2 follows one statement on the generalized Cauchy type integral
which we formulate in the form of the following

Lemma 3.2. Let Γ be the simple, closed, rectifiable curve dividing the plane E into the domains D+

and D−; next, let
A(z), B(z) ∈ L∞(E), Γ ∈ R, f ∈ Lp(t)(Γ), p ∈ P(Γ). (3.14)

Then the narrowings on D+ and D− of the function W (z) = (K̃Γf)(z) belong to the classes
Ep(t)(A;B;D+) and Ep(t)(A;B;D−), respectively, vice versa, if W1(z) ∈ Ep(t)(A;B;D+) and W2(z) ∈
Ep(t)(A;B;D−), then the function

W (z) =

{
W1(z), z ∈ D+,

W2(z), z ∈ D−

is representable by the generalized Cauchy type integral with density from Lp(t)(Γ).
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Proof. First, we note that if W ∈ Ep(t)(A;B;D+), then according to Statement 3.2 we have

(K̃ΓW
+)(z) =

{
W (z), z ∈ D+,

0, z ∈ D− (3.15)

(see (3.3)).
Relying on Remark 3.2, it is not difficult to establish that if W ∈ Ep(t)(A;B;D−), then

(K̃ΓW
−)(z) =

{
0, z ∈ D+,

−W (z), z ∈ D−.
(3.16)

Let now W (z) = (K̃Γf)(z); if we consider it in the domain D+, then according to Statement 3.4
we find that W ∈ Ep(t)(A;B;D+), but if we consider W in the domain D−, then it belongs to
W ∈ Ep(t)(A;B;D−), by Theorem 3.2.

The formulas (2.4) result in W+ −W− = f , hence W = K̃Γ(W
+ −W−).

Since for W1 and W2 respectively the relations (3.15) and (3.16) are valid, we have[
K̃Γ(W

+
1 −W−

2 )
]
(z) =

{
W1(z), z ∈ D+,

−W2(z), z ∈ D−.
(3.17)

Obviously, [W+
1 (t)−W−

2 (t)] ∈ Lp( · )(Γ), hence W (z) ∈ K̃p( · )(Γ). �

4. Certain Properties of Integrals K̃Γf and S̃Γf

Theorem 4.1. In order for the function W (z) ∈ Us,2(A;B;D), s > 2, the equality

W (z) = (K̃ΓW
+)(z) (4.1)

to take place, it is necessary and sufficient that for almost all t ∈ Γ the equality

(S̃ΓW
+)(t) = W+(t) (4.2)

to hold.

Proof. The necessity. It follows from the representation (4.1) that W+ ∈ L(Γ). By the equalities (2.4)
we have

W+(t) =
1

2
W+(t) +

1

2
(S̃ΓW

+)(t),

and hence the equality (4.2) is valid.
Sufficiency. Let the equality (4.2) hold. Let us show that the equality (4.1) is likewise valid.
Consider the function

M(z) = W (z)− (K̃ΓW
+)(z), z ∈ D.

We have
M+ = W+ − 1

2
(W+ + S̃ΓW

+) =
1

2
(W+ − S̃ΓW

+). (4.3)

By virtue of (4.2), we can conclude that M+(t) = 0.
Since W ∈ Us,2(A;B;D), s > 2, we have K̃ΓW

+ ∈ Us,2(A;B;D) (see Subsection 2.3); conse-
quently, M(z) ∈ Us,2(A;B;D). Therefore we have the representation

M(z) = ΦM (z)ωM (z), z ∈ D,

(see Subsection 2.1, the equality (2.2)). Here ωM (z) ̸= 0 everywhere on E \ Γ.
Consequently, ω+

M ̸= 0, and from the equality M+ = 0 we conclude that Φ+
M (t) = 0 almost

everywhere on Γ. From the theorem on the uniqueness of analytic functions we find that ΦM (z) = 0;
hence M(z) = 0, and from (4.3) follows (4.1). �

Remark 4.1. If D is an unbounded domain, then for the equality W (z) = −(K̃ΓW
−)(z) it is

necessary and sufficient that the equality
(S̃ΓW

−)(t) = −W−(t)

to be fulfilled.
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Theorem 4.2. Let
A,B ∈ L∞(D), Γ ∈ R, p ∈ P(Γ). (4.4)

For the generalized analytic function W (z) to have the boundary function W+(z) of the class Lp(t)(Γ)
and the equality

W (z) = (K̃ΓW
+)(τ) (4.5)

to hold, it is necessary and sufficient that W (z) belong to the class Ep(t)(A;B;D).

Proof. The necessity. Let the conditions (4.4) be fulfilled and there exist W+(t) and W+ ∈ Lp(t)(Γ),
then by Corollary 3.1 we conclude that (K̃ΓW

+)(z) ∈ Ep(t)(A;B;D).
Sufficiency. Let W ∈ Ep(t)(A;B;D) and p ∈ P(Γ), then W ∈ E1(A;B;D). According to State-

ment 3.3 and Theorem 3.1, the equality (4.5) holds. This allows us to conclude that W+ ∈ Lp(t)(Γ),
by virtue of Statement 3.2. �

Remark 4.2. Theorem 4.2 is a certain analogue of the Fichtenholz theorem [9, p. 97].

Theorem 4.3. If the assumptions (4.4) holds and f ∈ Lp(t)(Γ), then

S̃2
Γf = f (4.6)

holds.

Proof. By virtue of Corollary 3.1, the function W (z) = (K̃Γf)(z) belongs to Ep(t)(A;B;D). Then by
Statement 3.2 we have (K̃ΓW

+)(z) = W (z). Now, by Theorem 4.1 we can conclude that W+(t) =

(S̃ΓW
+(t). Using the first of the formulas (2.4), we write the last equality in the form

1

2
(f + S̃Γf) =

1

2
S̃Γ(f + S̃Γf)

from which follows the equality (4.6). �

Tracing the proof of the theorem, we easily find that the following assertion is valid.

Lemma 4.1. Let W = Φ
W

expω
W

be the function of the class Us,2(A;B;D), s > 2, and φ be analytic
function in D, then

φW = Φ
φW

expω
φW

∈ Us,2
(
A;B

φ

φ
;D

)
,

where
ΦφW = φΦW and ωφW = ωW .

Proof. Since ∂zφ = 0, we have ∂z(φW ) = φ∂zW . Moreover, ∂zW +AW +BW = 0, hence

∂zφW +AφW +B
φ

φ
φW = 0.

This implies that φW = Us,2(A;B φ
φ ;D).

Find the function ωφW . We have [17, p. 192]

ω
φW

(ζ) =
1

π

∫∫
D

(
A(t) +B(t)

φ(t)

φ(t)

φW

φW

) dξ dη

t− ζ
=

1

π

∫∫
D

(
A(t) +B(t)

W (t)

W (t)

) dξ dη

t− ζ
= φ

W
(ζ).

Next, taking into account the above equality, we obtain

φW = φΦ
W

expω
W

= {φΦ
W
} expω

W
,

from which we get both provable equalities. �
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5. Extensions of Generalized Smirnov Class Analytic Functions

Theorem 5.1. Let D1 and D2 be the domains lying outside of each other, bounded with simple
rectifiable curves of the class R, and:

(1) boundaries of the domains D1 and D2 have common arc Γ, so that ∂D1 = Γ1∪Γ, ∂D2 = Γ2∪Γ;
(2) p1(t) ∈ P(Γ1), p2(t) ∈ P(Γ2);
(3) A1, B1 ∈ L∞(D1), A2, B2 ∈ L∞(D2) and W1 ∈ Ep1(t)(A1;B1;D1), W2 ∈ Ep2(t)(A2;B2;D2);
(4) p1(a) = p2(a), p1(b) = p2(b), where a and b are the ends of the arc Γ;
(5) W1(t) = W2(t), t ∈ Γ.

Then the function

W (z) =


W1(z), z ∈ D1,

W2(z), z ∈ D2,

W1(t) = W2(t), t ∈ Γ,

(5.1)

belongs to the Smirnov class Ep(t)(A;B;D), where D = D1 ∪D2 ∪ Γ,

p(t) =

{
p1(t), t ∈ Γ1,

p2(t), t ∈ Γ2,
,

and

A(z) =

{
A1(z), z ∈ D1,

A2(z), z ∈ D2,
B(z) =

{
B1(z), z ∈ D1,

B2(z), z ∈ D2.

Proof. Assume

Ãk(z) =

{
Ak(z), z ∈ Dk,

0, z ∈ E \Dk,
B̃k(z) =

{
Bk(z), z ∈ Dk,

0, z ∈ E \Dk,
k = 1, 2.

Then A = Ã1 + Ã2, B̃ = B̃1 + B̃2. By virtue of the assumption (3), we have A,B ∈ L∞(D). Further,
owing to (3.3) and assumption (3),

(K̃Γ1∪ΓW1)(z) = 0, z ∈ D2, (K̃Γ2∪ΓW2)(z) = 0, z ∈ D1. (5.2)

In these integrals, the integration sets are Γ1∪Γ and Γ2∪Γ. In addition, the curve Γ1∪Γ is oriented
so that moving in this direction, the domain D1 leaves to the left, analogously, Γ2 ∪ Γ is oriented so
that moving in this direction, the domain D2 leaves to the left. These orientations on Γ generate on Γ
opposite directions. Therefore, if we denote the oriented arc of Γ on the boundary ∂D1 of the domain
D1 by Γ+, then on ∂D2 it will be Γ−.

In the domain D, let us consider the function

F (z) = (K̃Γ1∪Γ+W1)(z) + (K̃Γ1∪Γ−W2)(z) = F1(z) + F2(z) = (K̃Γ1W1)(z) + (K̃Γ2W2)(z)

=
1

2πi

∫
Γ+

Ω1(z, t)W
+
1 (t) dt− Ω2(z, t)W 1(t) dt+

1

2πi

∫
Γ−

Ω1(z, t)W2(t) dt− Ω2(z, t)W 2(t) dt,

where Ω1, Ω2 are the principal kernels of the class U∞(A;B;E).
We write F (z) in the form

F (z) = (K̃Γ1W1)(z) + (K̃Γ2W2)(z)

+
1

2πi

∫
Γ+

Ω1(z, t)(W1(t)−W2(t)) dt−
1

2πi

∫
Γ−

Ω2(z, t)(W 1(t)−W 2(t)) dt

= (KΓ1∪Γ2W )(z) (5.3)

(we have taken into account that W1(t) = W2(t), t ∈ Γ).
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In view of the equality (5.2) we have

(K̃Γ1∪Γ2W )(z) =

{
W1(z), z ∈ D1,

W2(z), z ∈ D2,

that is, F (z) = W (z), z ∈ D1 ∪D2. Moreover, for t ∈ Γ we have
lim

z→̂t, z∈Dk

F (z) = Wk(t),

that is, F (t) = W1(t) = W2(t), t ∈ Γ. Consequently, almost everywhere on D, we get
F (z) = W (z). (5.4)

The function p(t) given on Γ1 ∪ Γ2 is, by assumption (4), of the class P(Γ1 ∪ Γ2). Therefore, it
can be easily seen from (5.3) that F (z) is the generalized Cauchy type integral with density from
Lp(t)(Γ1 ∪ Γ2). In view of Statement 3.4, we can conclude that F (z) ∈ Ep(t)(A;B;D), and hence
owing to (5.4), W (z) ∈ Ep(t)(A;B;D), as well. �

6. The Symmetry Principle for Smirnov Class Functions

Before we proceed to formulating and proving the above-mentioned principle, we will prove below
the following Lemmas 6.1 and 6.2. We denote U+ = U , U− = E \ U+.

Lemma 6.1. Let the domain D lie in U+ and a part of its boundary lie on γ. Assume D∗ = {ζ :
ζ = 1

z , z ∈ D}, and let A(z), B(z) ∈ Ls,2(D), s > 2. Then the functions

A0(ζ) =


A(ζ), ζ ∈ D,

− 1

ζ
2 A

(1
ζ

)
, ζ ∈ D∗,

B0(ζ) =


B(ζ), ζ ∈ D,

− 1

ζ
2 B

(1
ζ

)
, ζ ∈ D∗

(6.1)

belong to the class Ls,2(D ∪D∗).

Proof. Show that A0 ∈ Ls,2(D ∪D∗). Let ζ = x+ iy and

J =

∫∫
D∗

|A0(ζ)|s dx dy =

∫∫
D

∣∣∣− 1

ζ 2
A
(1
ζ

)∣∣∣s dx dy.
Assume τ = α+ iβ and transform the variable ζ by the equality ζ = 1

τ , i.e., x = α
α2+β2 , y = β

α2+β2 .
Then

J =

∫∫
D

|τ2A(τ)|s|I| dα dβ,

where

I =

∣∣∣∣x′
α x′

β

y′α y′β

∣∣∣∣ = ∣∣∣∣(β2 − α2)(α2 + β2)−2 −2αβ(α2 + β2)−2

−2αβ(α2 + β2)−2 (α2 − β2)(α2 + β2)−2

∣∣∣∣ = − 1

(α2 + β2)2
= − 1

|τ |4
.

Therefore

I =

∫∫
D

|τ2A(τ)|s dα dβ

|τ |4
=

∫∫
D

|A(τ)|s|τ |2(s−2) dα dβ =

∫∫
D

|A(τ)|s dα dβ < ∞.

(We have taken into account that s > 2, |τ | < 1 and A,B ∈ L∞(D).) This implies that A0 ∈
Ls,2(D ∪D∗).

In the same manner we can prove that B0 ∈ Ls,2(D ∪D∗). �

Assume that the domain D is bounded by a simple, rectifiable, closed curve, D ⊂ U+ and a part
of the boundary D is the arc lying on γ.

Given W (z) on D, we put

W∗(z) =


W (z), z ∈ D,

−W
(1
z

)
, z ∈ D∗.



Certain Properties of Generalized Analytic Functions from Smirnov Class with a Variable Exponent 89

Lemma 6.2. Let W (z) ∈ E1(A;B;D) and either z = 0 ̸∈ D, or z = 0 ∈ D, W (0) = 0. Then
W∗(z) ∈ E1(A0;B0;D∗), where A0, B0 are defined by the equality (6.1).

Proof. According to the definition of the class E1(A0, B0, D∗), we have to establish that
W∗(z) ∈ Us,2(A0;B0;D∗) (6.2)

and

sup
0<r<1

2π∫
0

∣∣W∗(z(re
iϑ))

∣∣ |z′(reiϑ|r dϑ < ∞, (6.3)

where z = z(reiϑ) is conformal mapping of U+ onto D∗.
We start from the first one. By Lemma 6.1, A0, B0 ∈ Ls,2(D ∪ D∗). Therefore we have to prove

that for z ∈ D∗ we have the equality
∂zW∗ +A0(z)W∗(z) +B0(z)W ∗(z) = 0. (6.4)

Assuming W (z) = u(z) + iv(z), we have

∂zW∗ = −∂zW
(1
z

)
= −

[
∂z

(
u
(1
z

)
− iv

(1
z

)](
− 1

z 2

)
. (6.5)

But
uz

(1
z

)
+ ivz

(1
z

)
= −A

(1
z

)(
u
(1
z

)
+ iv

(1
z

))
−B

(1
z

)(
u
(1
z

)
+ iv

(1
z

))
,

and from (6.5), we get

−∂zW∗(z) =
(
− 1

z 2

)[
A
(1
z

)
W

(1
z

)
−B

(1
z

)
W

(1
z

)]
= − 1

z 2 A
(1
z

)
W∗(z)−

1

z 2 B
(1
z

)
W ∗(z) = A0(z)W∗(z) +B0(z)W ∗(z),

that is,
∂zW∗(z) +A0(z)W∗(z) +B0(z)W ∗(z) = 0, z ∈ D∗.

Let now W ∈ E1(A;B;D). This implies that

sup
0<r<1

2π∫
0

∣∣W (ζ(reiϑ))ζ ′(reiϑ)
∣∣r dϑ = M < ∞, (6.6)

where the function ζ = ζ(reiϑ) is conformal mapping of U+ onto D and if 0 ∈ D, then ζ(0) = 0.
The function z = 1

ζ(reiϑ)
is the conformal mapping of U+ onto D∗.

We need to prove that

sup
0<r<1

2π∫
0

∣∣∣W∗

( 1

ζ(reiϑ)

) ζ ′(reiϑ)

ζ2(reiϑ)

∣∣∣r dϑ < ∞

We have

Jr =

2π∫
0

∣∣∣W∗

( 1

ζ(reiϑ)

) ζ ′(reiϑ)

ζ2(reiϑ)

∣∣∣r dϑ
=

2π∫
0

∣∣∣W (ζ)
ζ ′

ζ2

∣∣∣r dϑ =

2π∫
0

|W (ζ)
ζ ′

ζ2

∣∣∣r dϑ
=

2π∫
0

|W (ζ)
(ζ)′

ζ2
ζ ′

(ζ)′

∣∣∣r dϑ =

2π∫
0

|W (ζ)
(ζ)′

ζ2

∣∣∣r dϑ. (6.7)

If 0 ̸∈ D, then
Jr <

M

[dist(0;D)]2
=

M

m2
. (6.8)
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If 0 ∈ D, then ζ(0) = 0, W (0) = 0, hence for small r (say, for 0 < r < r0) we have |W (re−iϑ)| ∼ r,
|ζ(reiϑ)| < cr. Owing to that facts, there exists the constant c such that |W (reiϑ)| < cr, |ζ(r(eiϑ)| ∼
cr. Therefore, for small r we get

Jr <

2π∫
0

cr

r2
|ζ ′(reiϑ)|r dϑ =

c

c1

2π∫
0

|ζ ′(reiϑ)| dϑ = d < ∞. (6.9)

Now, from (6.8), (6.9), when r ∈ (0, 1), we have Jr < ( M
m2 + d). This implies that the inequality (6.3)

is valid, and since (6.2) is already proved, we have W∗ ∈ E1(A0;B0;D∗). �

Corollary 6.1. If W ∈ Ep(t)(A;B;D), p ∈ P(Γ) and either 0 ̸∈ D, or 0 ∈ D and W (0) = 0, then
W ∈ Eℓ(τ)(A;B;D∗), ℓ(τ) = p(z( 1τ ) ≡ p(z(τ)).

Indeed, since Ep(t)(A;B;D) ⊂ E1(A;B;D), we have W∗ = K̃Γ∗W
+
∗ , where Γ∗ is the boundary of

the domain D∗. In addition,∫
Γ∗

|W∗(ζ)|p(ζ)|z′(ζ)| |dζ| =
∫
γ

∣∣∣W(1
τ

)∣∣∣p(z( 1
τ ))∣∣∣ 1

τ2

∣∣∣ dτ =

∫
γ

|W (τ)|p(z(τ)) |dτ | < ∞.

(We have taken into account that if τ ∈ γ, then 1
τ = τ .)

Theorem 6.1 (The symmetry principle for the Smirnov class functions). Let:
(1) D be the simply connected domain bounded by a simple, closed, rectifiable curve γ2 ∪ γ1 ∈ R,

lying inside of U+, and the arc γ1 lying on γ;
(2) A,B ∈ L∞(D);
(3) D∗ be a mirror image of D with respect to γ;
(4) W ∈ Ep(t)(A;B;D);
(5) W+(t) +W+(t) = 0, t ∈ γ1;

(6) A0 and B0 are defined by the equalities (6.1), D0 = D∪D∗∪γ1 and p0(t) =

{
p(t), t ∈ γ2,

p( 1
t
), t ∈ (γ2)∗.

Then, if either z = 0 ̸∈ D, or 0 ∈ D and W (0) = 0, then there exists a function F ∈ Ep0(t)(A0;B0;D0)
which for z ∈ D coincides with W (z), and for z ∈ D∗ with W∗(z), but if t ∈ γ1, then F (t) = W+(t) =

−W+(t).

Proof. Assume W1(z) = W (z), z ∈ D, and W2(z) = W∗(z), z ∈ D∗. For the points t lying on γ1, we
have

W1(t) = lim
z→̂t, z∈D

W1(z) = W (t), W2(t) = lim
z→̂t, z∈D∗

[
−W

(1
z

)]
= −W

(1
t

)
= −W (t).

Due to the condition W+(t) +W+(t) = 0, t ∈ γ1, we have

W1(t) = W2(t), t ∈ γ1.

We have the right to apply Theorem 5.1 due to which the function F (z) given by the equality (5.3)
coincides with the function W given by the equality (5.1). Thus the proof of theorem is complete. �

Corollary 6.2. If A(z), B(z) ∈ L∞(D), W (z) ∈ Ep(t)(A;B;U+), W (0) = 0, and W+(t)+W+(t) = 0,
t ∈ γ, then W∗(z) ∈ Ep∗(t)(A0, B0;U

−), where p∗(t) = p( 1
t
) = p(t).

Indeed, if we take D = U+, γ1 = γ, then D∗ = U−, and hence the validity of Corollary 6.2 follows
from Theorem 6.1.
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