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THE CAUCHY-DARBOUX PROBLEM FOR WAVE EQUATIONS WITH A NONLINEAR DISSIPATIVE TERM

Abstract. The Cauchy-Darboux problem for wave equations with a nonlinear dissipative term is investigated. The questions on the existence, uniqueness and nonexistence of a global solution of the problem are considered. The question of local solvability of the problem is also discussed.
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 bozombo.

## 1. Statement of the Problem

In a plane of independent variables $x$ and $t$ we consider a wave equation with a nonlinear dissipative term (see [16, p. 57], [17])

$$
\begin{equation*}
L u:=u_{t t}-u_{x x}+g(x, t, u) u_{t}=f(x, t), \tag{1.1}
\end{equation*}
$$

where $f, g$ are the given and $u$ is an unknown real functions.
By $D_{T}:=\{(x, t): 0<x<\widetilde{k} t, 0<t<T\}$ we denote a triangular domain lying inside of the characteristic angle $t>|x|$ and bounded by the segments $\widetilde{\gamma}_{1, T}: x=\widetilde{k} t, \widetilde{\gamma}_{2, T}: x=0,0 \leq t \leq T$ and $\widetilde{\gamma}_{3, T}: t=T, 0 \leq x \leq \widetilde{k} T, 0<\widetilde{k}<1$. For $T=+\infty$, we assume that $D_{\infty}:=\left\{(x, t) \in \mathbb{R}^{2}: 0<x<\right.$ $\widetilde{k} t, 0<t<+\infty\}$.

For the equation (1.1), we consider the Cauchy-Darboux problem on finding a solution $u(x, t)$ in the domain $D_{T}$ by the conditions [2, p. 284]

$$
\begin{equation*}
\left.u\right|_{\widetilde{\gamma}_{1, T}}=0,\left.\quad u_{x}\right|_{\widetilde{\gamma}_{2, T}}=0 \tag{1.2}
\end{equation*}
$$

Note that, the problem

$$
\begin{gathered}
u_{t t}-u_{x x}+a(x, t) u_{x}+b(x, t) u_{t}+c(x, t) u+d(x, t, u)=f(x, t) \\
\left.\left(\alpha_{i} u_{x}+\beta_{i} u_{t}+\gamma_{i} u\right)\right|_{\gamma_{i}, T}=0, \quad i=1,2 ; \quad u(0,0)=0
\end{gathered}
$$

in a linear case has been investigated in $[4,11,12,18,22,23]$ and in a nonlinear case in $[1,6-8,10,13-15]$. As is mentioned in [4,23], the problems of such a matter arise under mathematical simulation of small harmonic wedge oscillations in a supersonic flow and of string oscillations in a cylinder filled with a viscous liquid. It should also be noted that when passing from the nonlinearity $d(x, t, u)$ appearing in $[1,6-8,10,13-15]$ to the nonlinearity of type $g(x, t, u) u_{t}$ in the equation (1.1), as it will be seen below when studying the boundary value problem, there arise difficulties, and not only of technical character.

Below, we will show that under definite requirements imposed on the nonlinear function $g$ the problem (1.1), (1.2) is locally solvable. The conditions of global solvability of the problem will be obtained, violation of these conditions may, generally speaking, give rise to a soluion destruction after a lapse of a finite time interval. The question on the uniqueness of a solution of the problem (1.1), (1.2) will also be considered in the present work.
Definition 1.1. Let $f \in C\left(\bar{D}_{T}\right), g \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$. The function $u$ is said to be a general solution of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$ if $u \in C^{1}\left(\bar{D}_{T}\right)$ and there exists a sequence of functions $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{T}, \widetilde{\Gamma}_{T}\right)$ such that $u_{n} \rightarrow u$ and $L u_{n} \rightarrow f$, as $n \rightarrow \infty$, respectively, in the spaces $C^{1}\left(\bar{D}_{T}\right)$ and $C\left(\bar{D}_{T}\right)$, where $\stackrel{\circ}{C}^{2}\left(\bar{D}_{T}, \widetilde{\Gamma}_{T}\right):=\left\{v \in C^{2}\left(\bar{D}_{T}\right):\left.v\right|_{\tilde{\gamma}_{1, T}}=0,\left.v_{x}\right|_{\tilde{\gamma}_{2, T}}=0\right\}, \widetilde{\Gamma}_{T}:=\widetilde{\gamma}_{1, T} \cup \widetilde{\gamma}_{2, T}$.

Remark 1.1. Below, for the sake of simplicity of our exposition, sometimes instead of a generalized solution of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$ we will speak about a generalized solution of that problem.

Remark 1.2. Obviously, a classical solution of the problem (1.1), (1.2) from the space $u \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{T}, \widetilde{\Gamma}_{T}\right)$ is a generalized solution of that problem. In its turn, if a generalized solution of the problem (1.1), (1.2) belongs to the space $C^{2}\left(\bar{D}_{T}\right)$, it will also be a classical solution of the problem.
Definition 1.2. Let $f \in C\left(\bar{D}_{T}\right), g \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$. We say that the problem (1.1), (1.2) is locally solvable in the class $C^{1}$, if there is a positive number $T_{0}=T_{0}(f, g) \leq T$ such that for any $T_{1}<T_{0}$, this problem has a generalized solution of the class $C^{1}$ in the domain $D_{T_{1}}$.
Definition 1.3. Let $f \in C\left(\bar{D}_{\infty}\right), g \in C\left(\bar{D}_{\infty} \times \mathbb{R}\right)$. We say that the problem (1.1), (1.2) is globally solvable in the class $C^{1}$, if for any finite $T>0$ this problem has a generalized solution of the class $C^{1}$ in the domain $D_{T_{1}}$.

When investigating the problem (1.1), (1.2), below, in Section 4, we will need to study the following mixed problem: in the domain $D_{t_{1}, t_{2}}:=D_{T} \cap\left\{t_{1}<t<t_{2}\right\}$, where $0<t_{1}<t_{2} \leq T$, find a solution $u(x, t)$ of the equation (1.1) by the initial

$$
\begin{equation*}
\left.u\right|_{t=t_{1}}=\varphi,\left.\quad u_{t}\right|_{t=t_{1}}=\psi \tag{1.3}
\end{equation*}
$$

and boundary

$$
\begin{equation*}
\left.u\right|_{\partial D_{t_{1}, t_{2}} \cap \widetilde{\gamma}_{1, T}}=0,\left.\quad u_{x}\right|_{\partial D_{t_{1}, t_{2}} \cap \widetilde{\gamma}_{2, T}}=0 \tag{1.4}
\end{equation*}
$$

conditions.
Remark 1.3. Analogously, just as in the case of the problem (1.1), (1.2), we introduce the notions of a generalized solution, local and global solvability of the problem (1.1), (1.3), (1.4).

## 2. Equivalent Reduction of the Problem (1.1), (1.2) to the Nonlinear Integro-Differential Equation of Volterra Type

In new independent variables $\xi=\frac{1}{2}(t+x), \eta=\frac{1}{2}(t-x)$, the domain $D_{T}$ will pass into a triangular domain $E_{T}$ with vertices at the points $O(0,0), Q_{1}\left(\frac{T}{1+k}, \frac{k T}{1+k}\right), Q_{2}\left(\frac{T}{2}, \frac{T}{2}\right)$ of the plane of variables $\xi, \eta$, and the problem (1.1), (1.2) will pass into the problem (see Figure 2.1)

$$
\begin{gather*}
\widetilde{L} \widetilde{u}:=\widetilde{u}_{\xi \eta}+\frac{1}{2} g(\xi-\eta, \xi+\eta, \widetilde{u})\left(\widetilde{u}_{\xi}+\widetilde{u}_{\eta}\right)=\widetilde{f}(\xi, \eta), \quad(\xi, \eta) \in E_{T},  \tag{2.1}\\
\left.\widetilde{u}\right|_{\gamma_{1, T}}=0,\left.\quad\left(\widetilde{u}_{\xi}-\widetilde{u}_{\eta}\right)\right|_{\gamma_{2, T}}=0, \tag{2.2}
\end{gather*}
$$

with respect to a new unknown function $\widetilde{u}(\xi, \eta):=u(\xi-\eta, \xi+\eta)$ with the right-hand side $\widetilde{f}(\xi, \eta):=$ $f(\xi-\eta, \xi+\eta)$. Here,

$$
\begin{align*}
\gamma_{1, T}: \eta=k \xi, \quad 0 \leq \xi \leq \xi_{T} & :=\frac{T}{1+k}, \quad \gamma_{2, T}: \xi=\eta, \quad 0 \leq \eta \leq \eta_{T}:=\frac{T}{2}  \tag{2.3}\\
0 & <k:=\frac{1-\widetilde{k}}{1+\widetilde{k}}<1 \tag{2.4}
\end{align*}
$$



Figure 1
Remark 2.1. According to Definition 1.1, we introduce the notion of a generalized solution $\widetilde{u}$ of the problem (2.1), (2.2) of the class $C^{1}$ in the domain $E_{T}$, i.e., there exists a sequence of function $\widetilde{u}_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{E}_{T}, \Gamma_{T}\right):=\left\{w \in C^{2}\left(\bar{E}_{T}\right):\left.w\right|_{\gamma_{1, T}}=0,\left.\left(w_{\xi}-w_{\eta}\right)\right|_{\gamma_{2, T}}=0\right\}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\widetilde{u}_{n}-\widetilde{u}\right\|_{C\left(\bar{E}_{T}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|\widetilde{L} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{E}_{T}\right)}=0 \tag{2.5}
\end{equation*}
$$

where $\Gamma_{T}:=\gamma_{1, T} \cup \gamma_{2, T}$.
Note that, if $u$ is a generalized solution of the problem (1.1), (1.2) in a sense of Definition 1.1, then $\widetilde{u}$ will be a generalized solution of the problem (2.1), (2.2) in a sense of the given definition, and vice versa.

By $G_{T}$ we denote a triangular domain with vertices at the points $O, Q_{1}, Q_{1}^{*}\left(\frac{k T}{1+k}, \frac{T}{1+k}\right)$, symmetric with respect to the straight line $\xi=\eta$, and as is easily seen, $G_{T} \cap\{\eta<\xi\}=E_{T}$.

We continue the functions $\widetilde{u}_{n}$ and $\widetilde{f}$ evenly with respect to the straight line $\xi=\eta$ into the domain $G_{T}$ retaining for them previous notation, i.e.,

$$
\begin{equation*}
\widetilde{u}_{n}(\xi, \eta)=\widetilde{u}_{n}(\eta, \xi), \quad \widetilde{f}(\xi, \eta)=\widetilde{f}(\eta, \xi), \quad(\xi, \eta) \in G_{T} \tag{2.6}
\end{equation*}
$$

Remark 2.2. Since $\left.\widetilde{f}\right|_{\bar{E}_{T}} \in C\left(\bar{E}_{T}\right)$ and $\left.\widetilde{u}_{n}\right|_{\bar{E}_{T}} \in \stackrel{\circ}{C}^{2}\left(\bar{E}_{T}, \Gamma_{T}\right)$, taking into account (2.6), we have

$$
\begin{gather*}
\tilde{f} \in C\left(\bar{G}_{T}\right), \quad \widetilde{u}_{n} \in C^{2}\left(\bar{G}_{T}\right),  \tag{2.7}\\
\left.\widetilde{u}_{n}\right|_{\gamma_{1, T}}=0,\left.\quad \widetilde{u}_{n}\right|_{\gamma_{1, T}^{*}}=0 \tag{2.8}
\end{gather*}
$$

where $\gamma_{1, T}^{*}:=O Q_{1}^{*} \in \partial G_{T}$, i.e., $\gamma_{1, T}^{*}: \xi=k \eta, 0 \leq \eta \leq \frac{T}{1+k}$.
Remark 2.3. Note that, for the functions $\widetilde{u}_{n}, \widetilde{f}$, continued to the domain $G_{T}$, the limiting equalities of type (2.5) remain valid, i.e.,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\widetilde{u}_{n}-\widetilde{u}\right\|_{C\left(\bar{G}_{T}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|\widetilde{L} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{G}_{T}\right)}=0 \tag{2.9}
\end{equation*}
$$

If $P_{0}=\left(\xi_{0}, \eta_{0}\right) \in E_{T}$, we denote by $P_{1} M_{0} P_{0} N_{0}$ the characteristic with respect to the equation (2.1) rectangle whose vertices $N_{0}$ and $M_{0}$ lie, respectively, on the segments $\gamma_{1, T}$ and $\gamma_{1, T}^{*}$, i.e., by virtue of (2.3): $N_{0}=\left(\xi_{0}, k \xi_{0}\right), M_{0}=\left(k \eta_{0}, \eta_{0}\right), P_{1}=\left(k \eta_{0}, k \xi_{0}\right)$. Since $P_{1} \in G_{T}$, we construct analogously the characteristic rectangle $P_{2} M_{1} P_{1} N_{1}$ with vertices $N_{1}$ and $M_{1}$ lying, respectively, on the segments $\gamma_{1, T}$ and $\gamma_{1, T}^{*}$. Continuing this process, we get the characteristic rectangle $P_{i+1} M_{i} P_{i} N_{i}$ for which $N_{i} \in \gamma_{1, T}$, $M_{i} \in \gamma_{1, T}^{*}$, where $N_{i}=\left(\xi_{i}, k \xi_{i}\right), M_{i}=\left(k \eta_{i}, \eta_{i}\right), P_{i+1}=\left(k \eta_{i}, k \xi_{i}\right)$, if $P_{i}=\left(\xi_{i}, \eta_{i}\right), i=0,1, \ldots$

It is easily seen that

$$
\begin{array}{ll}
P_{2 m}=\left(k^{2 m} \xi_{0}, k^{2 m} \eta_{0}\right), & P_{2 m+1}=\left(k^{2 m+1} \eta_{0}, k^{2 m+1} \xi_{0}\right), \\
M_{2 m}=\left(k^{2 m+1} \eta_{0}, k^{2 m} \eta_{0}\right), & M_{2 m+1}=\left(k^{2 m+2} \xi_{0}, k^{2 m+1} \xi_{0}\right), \quad m=0,1,2, \ldots  \tag{2.10}\\
N_{2 m}=\left(k^{2 m} \xi_{0}, k^{2 m+1} \xi_{0}\right), & N_{2 m+1}=\left(k^{2 m+1} \eta_{0}, k^{2 m+2} \eta_{0}\right),
\end{array}
$$

As is known, for any function $v$ of the class $C^{2}$ in the closed characteristic rectangle $P_{i+1} M_{i} P_{i} N_{i}$ the equality (see, e.g., [3, p. 173])

$$
\begin{equation*}
v\left(P_{i}\right)=v\left(M_{i}\right)+v\left(N_{i}\right)-v\left(P_{i+1}\right)+\int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{\square} v d \xi_{1} d \eta_{1}, \quad i=0,1, \ldots, \tag{2.11}
\end{equation*}
$$

where $\widetilde{\square}=\frac{\partial^{2}}{\partial \xi \partial \eta}$, is valid.
From (2.10), by virtue of (2.8), we have $\widetilde{u}_{n}\left(M_{i}\right)=\widetilde{u}_{n}\left(N_{i}\right)=0, i=0,1,2, \ldots$ Therefore, (2.11) for $v=\widetilde{u}_{n}$ results in

$$
\begin{aligned}
\widetilde{u}_{n}\left(\xi_{0}, \eta_{0}\right) & =\widetilde{u}_{n}\left(P_{0}\right)=\widetilde{u}_{n}\left(M_{0}\right)+\widetilde{u}_{n}\left(N_{0}\right)-\widetilde{u}_{n}\left(P_{1}\right)+\int_{P_{1} M_{0} P_{0} N_{0}} \widetilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1} \\
& =-\widetilde{u}_{n}\left(P_{1}\right)+\int_{P_{1} M_{0} P_{0} N_{0}} \widetilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1} \\
& =-\widetilde{u}_{n}\left(M_{1}\right)-\widetilde{u}_{n}\left(N_{1}\right)+\widetilde{u}_{n}\left(P_{2}\right)-\int_{P_{2} M_{1} P_{1} N_{1}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}+\int_{P_{1} M_{0} P_{0} N_{0}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1} \\
& =\widetilde{u}_{n}\left(P_{2}\right)-\int_{P_{2} M_{1} P_{1} N_{1}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}+\int_{P_{1} M_{0} P_{0} N_{0}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}=\cdots
\end{aligned}
$$

$$
\begin{equation*}
=(-1)^{m} \widetilde{u}_{n}\left(P_{m}\right)+\sum_{i=0}^{m-1}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}, \quad\left(\xi_{0}, \eta_{0}\right) \in E_{T} \tag{2.12}
\end{equation*}
$$

Since the point $P_{m}$ from (2.12) tends to the point $O$, as $m \rightarrow \infty$, by virtue of (2.8), we have $\lim _{m \rightarrow \infty} \widetilde{u}_{n}\left(P_{m}\right)=0$. Hence, passing in the equality (2.12) to the limit, as $m \rightarrow \infty$, for the function $\widetilde{u}_{n} \in C^{2}\left(\bar{G}_{T}\right)$ in the domain $E_{T}$ we obtain the following integral representation:

$$
\begin{equation*}
\widetilde{u}_{n}\left(\xi_{0}, \eta_{0}\right)=\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}, \quad\left(\xi_{0}, \eta_{0}\right) \in E_{T} \tag{2.13}
\end{equation*}
$$

Remark 2.4. Since $\tilde{\square} \widetilde{u}_{n} \in C\left(\bar{E}_{T}\right)$ and there are the inequalities (2.4), and owing to (2.10),

$$
\begin{equation*}
\operatorname{mes} P_{i+1} M_{i} P_{i} N_{i}=k^{2 i}\left(\xi_{0}-k \eta_{0}\right)\left(\eta_{0}-k \xi_{0}\right) \tag{2.14}
\end{equation*}
$$

therefore the series in the right-hand side of the equality (2.13) is uniformly and absolutely convergent.
It can be easily seen that by virtue of (2.4) and (2.14),

$$
\begin{gather*}
\left|\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}-\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{f} d \xi_{1} d \eta_{1}\right| \\
\leq \sum_{i=0}^{\infty}\left\|\widetilde{\square} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{G}_{T}\right)} \operatorname{mes} P_{i+1} M_{i} P_{i} N_{i}=\left\|\widetilde{\square} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{G}_{T}\right)} \sum_{i=0}^{\infty} k^{2 i}\left(\xi_{0}-k \eta_{0}\right)\left(\eta_{0}-k \xi_{0}\right) \\
\leq \frac{\xi_{0} \eta_{0}}{1-k^{2}}\left\|\widetilde{\square} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{G}_{T}\right)} \tag{2.15}
\end{gather*}
$$

Remark 2.5. By (2.5) for $g=0$ and (2.15), passing in the equality (2.13) to the limit, as $n \rightarrow \infty$, for a generalized solution $\widetilde{u}$ of the problem $(2.1),(2.2)$ we obtain the following integral representation:

$$
\begin{equation*}
\widetilde{u}\left(\xi_{0}, \eta_{0}\right)=\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{f} d \xi_{1} d \eta_{1}, \quad\left(\xi_{0}, \eta_{0}\right) \in E_{T} \tag{2.16}
\end{equation*}
$$

Remark 2.6. From the above reasonings it follows that for any $\tilde{f} \in C\left(\bar{E}_{T}\right)$, the linear problem (2.1), (2.2) has a unique generalized solution $\widetilde{u}$ which is representable in the form of a uniformly and absolutely convergent series (2.16) and for $\widetilde{f} \in C^{1}\left(\bar{E}_{T}\right)$ is a classical solution of that problem, i.e., $\widetilde{u} \in \stackrel{\circ}{C}^{2}\left(\bar{E}_{T}, \Gamma_{T}\right)$.

According to (2.16), we introduce into consideration the operator $\widetilde{\square}^{-1}: C\left(\bar{E}_{T}\right) \rightarrow C\left(\bar{E}_{T}\right)$ acting by the formula

$$
\begin{equation*}
\left(\widetilde{\square}^{-1} \tilde{f}\right)(\xi, \eta):=\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \tilde{f} d \xi_{1} d \eta_{1}, \quad(\xi, \eta) \in E_{T} \tag{2.17}
\end{equation*}
$$

In the integrand here, according to (2.6), under $\tilde{f}$ we mean the right-hand side of the equation (2.1) which is continued evenly from the domain $E_{T}$ to the domain $G_{T}$ with respect to the straight line $\xi=\eta$, and due to (2.7), we have $\tilde{f} \in C\left(\bar{E}_{T}\right)$.
Remark 2.7. By virtue of (2.17) and Remark 2.6, a unique generalized solution $\widetilde{u}$ of the problem (2.1), (2.2) is representable in the form $\widetilde{u}=\widetilde{\square}^{-1} \widetilde{f}$, and in view of (2.4), (2.14), the estimate

$$
\begin{aligned}
|\widetilde{u}(\xi, \eta)| & \leq \sum_{i=0}^{\infty} \int_{P_{i+1} M_{i} P_{i} N_{i}}|\widetilde{f}| d \xi_{1} d \eta_{1} \leq \xi \eta\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)} \sum_{i=0}^{\infty} k^{2 i} \\
& \leq \frac{\xi^{2}+\eta^{2}}{2\left(1-k^{2}\right)}\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)} \leq \frac{T^{2}}{1-k^{2}}\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}
\end{aligned}
$$

holds which in its turn yields

$$
\begin{equation*}
\left\|\widetilde{\square}^{-1}\right\|_{C\left(\bar{E}_{T}\right) \longrightarrow C\left(\bar{E}_{T}\right)} \leq \frac{T^{2}}{1-k^{2}} \tag{2.18}
\end{equation*}
$$

Remark 2.8. Standard reasonings (see, e.g., [9]) show that the function $\widetilde{u} \in C^{1}\left(\bar{E}_{T}\right)$ is the generalized solution of the problem (2.1), (2.2), if and only if it is a solution of the following nonlinear Volterra type integro-differential equation

$$
\begin{equation*}
\widetilde{u}(\xi, \eta)+\frac{1}{2} \widetilde{\square}^{-1}\left(g(\xi-\eta, \xi+\eta, \widetilde{u})\left(\widetilde{u}_{\xi}+\widetilde{u}_{\eta}\right)\right)(\xi, \eta)=\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta), \quad(\xi, \eta) \in E_{T} \tag{2.19}
\end{equation*}
$$

## 3. Local Solvability of the Problem (1.1), (1.2)

Lemma 3.1. The operator $\widetilde{\square}^{-1}$ defined by the formula (2.17) is the linear continuous operator acting from the space $C\left(\bar{E}_{T}\right)$ to the space $C^{1}\left(\bar{E}_{T}\right)$.

Proof. To this end, we first show that for $\tilde{f} \in C\left(\bar{E}_{T}\right)$, the series from the right-hand side of (2.17), differentiated formally with respect to $\xi$ and to $\eta$ converges uniformly on the set $\bar{E}_{T}$. Indeed, as it can be easily verified, we have

$$
\begin{align*}
\left(L_{1} \widetilde{f}\right)(\xi, \eta) & :=\frac{\partial}{\partial \xi}\left[\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta)\right] \\
& =\sum_{n=0}^{\infty}\left[k^{2 n} \int_{N_{2 n} P_{2 n}} \widetilde{f} d \eta_{1}+k^{2 n+2} \int_{P_{2 n+2} M_{2 n+1}} \tilde{f} d \eta_{1}-k^{2 n+1} \int_{M_{2 n+1} N_{2 n}} \tilde{f} d \xi_{1}\right],  \tag{3.1}\\
\left(L_{2} \widetilde{f}\right)(\xi, \eta): & =\frac{\partial}{\partial \eta}\left[\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta)\right] \\
& =\sum_{n=0}^{\infty}\left[k^{2 n} \int_{M_{2 n} P_{2 n}} \widetilde{f} d \xi_{1}+k^{2 n+2} \int_{P_{2 n+2} N_{2 n+1}} \tilde{f} d \xi_{1}-k^{2 n+1} \int_{N_{2 n+1} M_{2 n}} \tilde{f} d \eta_{1}\right] . \tag{3.2}
\end{align*}
$$

By virtue of (2.10), we have the equalities

$$
\begin{array}{lll}
\left|N_{2 m} P_{2 m}\right|=k^{2 m}(\eta-k \xi), & \left|P_{2 m+2} M_{2 m+1}\right|=k^{2 m+1}(\xi-k \eta), & \left|M_{2 m+1} N_{2 m}\right|=k^{2 m}\left(1-k^{2}\right) \xi, \\
\left|M_{2 m} P_{2 m}\right|=k^{2 m}(\xi-k \eta), & \left|P_{2 m+2} N_{2 m+1}\right|=k^{2 m+1}(\eta-k \xi), & \left|N_{2 m+1} M_{2 m}\right|=k^{2 m}\left(1-k^{2}\right) \eta,
\end{array}
$$

which in view of (2.4) imply that the series (3.1) and (3.2) are uniformly and absolutely convergent, and the estimate

$$
\begin{equation*}
\max \left\{\left\|L_{1} \widetilde{f}\right\|_{C\left(\bar{E}_{T}\right)},\left\|L_{2} \widetilde{f}\right\|_{C\left(\bar{E}_{T}\right)}\right\} \leq \frac{3 T}{1-k^{4}}\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)} \tag{3.3}
\end{equation*}
$$

holds.
From (3.3), in view of (2.18) and the fact that $\|v\|_{C^{1}}:=\max \left\{\|v\|_{C},\left\|v_{\xi}\right\|_{C},\left\|v_{\eta}\right\|_{C}\right\}$, it follows that Lemma 3.1 is valid.

Introducing the notation $v_{1}:=\widetilde{u}, v_{2}:=\widetilde{u}_{\xi}, v_{3}:=\widetilde{u}_{\eta}$ and differentiating formally the equality (2.19) with respect to $\xi$ and $\eta$ for $(\xi, \eta) \in E_{T}$, we obtain

$$
\left\{\begin{array}{l}
v_{1}(\xi, \eta)=-\frac{1}{2} \widetilde{\square}^{-1}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta)  \tag{3.4}\\
v_{2}(\xi, \eta)=-\frac{1}{2} L_{1}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(L_{1} \widetilde{f}\right)(\xi, \eta) \\
v_{3}(\xi, \eta)=-\frac{1}{2} L_{2}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(L_{2} \widetilde{f}\right)(\xi, \eta)
\end{array}\right.
$$

where the linear operators $L_{1}$ and $L_{2}$ are defined by the equalities (3.1) and (3.2).
Remark 3.1. It is not difficult to check that if $\widetilde{u} \in C^{1}\left(\bar{E}_{T}\right)$ is a solution of the nonlinear equation (2.19), then the functions $v_{1}:=\widetilde{u}, v_{2}:=\widetilde{u}_{\xi}, v_{3}:=\widetilde{u}_{\eta}$ of the class $C\left(\bar{E}_{T}\right)$ satisfy the system of nonlinear equations (3.4), and vice versa, if the functions $v_{1}, v_{2}$ and $v_{3}$ of the class $C\left(\bar{E}_{T}\right)$ satisfy the system of equations (3.4), then $v_{1} \in C^{1}\left(\bar{E}_{T}\right)$ and $v_{1 \xi}=v_{2}, v_{2 \eta}=v_{3}$, and $\widetilde{u}=v_{1}$ will be a solution of the equation (2.19) of the class $C^{1}\left(\bar{E}_{T}\right)$.

We will now proceed to the proof of the local solvability of the system of nonlinear integral equations (3.4).

Let us consider the following conditions:

$$
\begin{equation*}
|g(x, t, s)| \leq m(r), \quad\left|g\left(x, t, s_{2}\right)-g\left(x, t, s_{1}\right)\right| \leq c(r)\left|s_{2}-s_{1}\right|, \quad(x, t) \in \bar{D}_{T}, \quad|s|,\left|s_{1}\right|,\left|s_{2}\right| \leq r \tag{3.5}
\end{equation*}
$$

where $m(r)$ and $c(r)$ are some nonnegative continuous functions of argument $r \geq 0$. Obviously, the conditions (3.5) will be fulfilled if $g, g_{s} \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$.

Theorem 3.1. Let $f \in C\left(\bar{D}_{T}\right)$ and the function $g \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$ satisfy the conditions (3.5). Then there exists a positive number $T_{0}=T_{0}(f, g) \leq T$ such that for any $T_{1}<T_{0}$ the problem (1.1), (1.2) has at least one generalized solution in the domain $D_{T_{1}}$.
Proof. By Remarks 2.1 and 2.8, the problem (1.1), (1.2) in the space $C^{1}\left(\bar{D}_{T}\right)$ is equivalent to the system of nonlinear integral equations (3.4) in the class $C\left(\bar{E}_{T}\right)$. Below, we will prove the solvability of the system (3.4) by using the principle of contracted mappings (see, e.g., [21, p. 390]).

Assume $V:=\left(v_{1}, v_{2}, v_{3}\right)$ and introduce the vector operator $\Phi:=\left(\Phi_{1}, \Phi_{2}, \Phi_{3}\right)$ acting by the formula

$$
\left\{\begin{array}{l}
\left(\Phi_{1} V\right)(\xi, \eta)=-\frac{1}{2} \widetilde{\square}^{-1}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta)  \tag{3.6}\\
\left(\Phi_{2} V\right)(\xi, \eta)=-\frac{1}{2} L_{1}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(L_{1} \widetilde{f}\right)(\xi, \eta) \\
\left(\Phi_{3} V\right)(\xi, \eta)=-\frac{1}{2} L_{2}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(L_{2} \widetilde{f}\right)(\xi, \eta)
\end{array}\right.
$$

Taking into account (3.6), the system (3.4) can be rewritten in the vector form

$$
\begin{equation*}
V=\Phi V \tag{3.7}
\end{equation*}
$$

Let

$$
\|V\|_{X_{T}}:=\max _{1 \leq i \leq 3}\left\{\left\|v_{i}\right\|_{C\left(\bar{E}_{T}\right)}\right\}, \quad V \in X_{T}:=C\left(\bar{E}_{T} ; \mathbb{R}^{3}\right)
$$

where $C\left(\bar{E}_{T} ; \mathbb{R}^{3}\right)$ is a set of continuous vector functions $V: \bar{E}_{T} \rightarrow \mathbb{R}^{3}$.
We fix the number $R>0$ and denote by $B_{R}(T):=\left\{V \in X_{T}:\|V\|_{X_{T}} \leq R\right\}$ a closed ball of radius $R$ in the Banach space $X_{T}$ with center in a zero element.

Below, we will prove that there exists the positive number $T_{0}=T_{0}(f, g) \leq T$ such that for any $T_{1}<T_{0}$ :
(i) $\Phi$ maps the ball $B_{R}\left(T_{1}\right)$ into itself;
(ii) $\Phi$ is a contractive mapping on the set $B_{R}\left(T_{1}\right)$.

Indeed, by the estimates (2.18), (3.3) and the first inequality (3.5), from (3.6) for $V \in B_{R}\left(T_{1}\right)$, when $T_{1}<T$, we have

$$
\begin{align*}
\left|\left(\Phi_{1} V\right)(\xi, \eta)\right| \leq \frac{T_{1}^{2}}{1-k^{2}}\left(R m(R)+\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}\right), \quad(\xi, \eta) \in E_{T_{1}}  \tag{3.8}\\
\left|\left(\Phi_{i} V\right)(\xi, \eta)\right| \leq \frac{3 T_{1}}{1-k^{4}}\left(R m(R)+\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}\right), \quad(\xi, \eta) \in E_{T_{1}}, \quad i=2,3
\end{align*}
$$

From these estimates, owing to the fact that $k^{2}<1$, it follows that

$$
\begin{equation*}
\|\Phi V\|_{X_{T_{1}}} \leq \frac{T_{1}\left(T_{1}+3\right)}{1-k^{2}}\left(R M(R)+\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}\right) \tag{3.9}
\end{equation*}
$$

For the fixed $R>0$, we require for the value $T_{1}$ to be so small that

$$
\begin{equation*}
\frac{T_{1}\left(T_{1}+3\right)}{1-k^{2}}\left(R m(R)+\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}\right) \leq R \tag{3.10}
\end{equation*}
$$

Then from (3.9) and (3.10) it follows that $\Phi U \in B_{R}\left(T_{1}\right)$, and hence the condition (i) is fulfilled.
Next, by (2.18) and (3.5), from (3.6), for $V_{i}=\left(v_{i}^{1}, v_{i}^{2}, v_{i}^{3}\right) \in B_{R}\left(T_{1}\right), i=1,2$, we have

$$
\begin{gathered}
\left|\left(\Phi_{1} V_{2}-\Phi_{1} V_{1}\right)(\xi, \eta)\right|=\frac{1}{2}\left|\widetilde{\square}^{-1}\left[g\left(\xi-\eta, \xi+\eta, v_{2}^{1}\right)\left(v_{2}^{2}+v_{2}^{3}\right)-g\left(\xi-\eta, \xi+\eta, v_{1}^{1}\right)\left(v_{1}^{2}+v_{1}^{3}\right)\right]\right| \\
=\frac{1}{2}\left|\widetilde{\square}^{-1}\left[\left(g\left(\xi-\eta, \xi+\eta, v_{2}^{1}\right)-g\left(\xi-\eta, \xi+\eta, v_{1}^{1}\right)\right)\left(v_{2}^{2}+v_{2}^{3}\right)+g\left(\xi-\eta, \xi+\eta, v_{1}^{1}\right)\left(v_{2}^{2}-v_{1}^{2}+v_{2}^{3}-v_{1}^{3}\right)\right]\right| \\
\leq \frac{T_{1}^{2}}{1-k^{2}}(R c(R)+m(R))\left\|V_{2}-V_{1}\right\|_{X_{T_{1}}} .
\end{gathered}
$$

Analogously, taking into account (3.3), we have

$$
\begin{equation*}
\left|\left(\Phi_{i} V_{2}-\Phi_{i} V_{1}\right)(\xi, \eta)\right| \leq \frac{3 T_{1}}{1-k^{4}}(R c(R)+m(R))\left\|V_{2}-V_{1}\right\|_{X_{T_{1}}}, \quad i=2,3 \tag{3.11}
\end{equation*}
$$

We now choose the number $T_{1}$ so small that

$$
\begin{equation*}
\frac{T_{1}\left(T_{1}+3\right)}{1-k^{2}}(R c(R)+m(R)) \leq q=\text { const }<1 \tag{3.12}
\end{equation*}
$$

and hence $\left\|\Phi V_{2}-\Phi V_{1}\right\|_{X_{T_{1}}} \leq q\left\|V_{2}-V_{1}\right\|_{X_{T_{1}}}$. Thus the operator $\Phi$ is a contractive mapping on the set $B_{R}\left(T_{1}\right)$, i.e., the condition (ii) is fulfilled.

It follows from (3.11) and (3.12) that there exists the number $T_{0}=T_{0}(f, g) \leq T$ such that for any $T_{1}<T_{0}$, both conditions (i) and (ii) are fulfilled for the mapping $\Phi: B_{R}\left(T_{1}\right) \rightarrow B_{R}\left(T_{1}\right)$. Therefore, by the principle of contracted mappings, there exists the solution $V$ of the equation (3.7) in the space $C\left(\bar{E}_{T_{1}} ; \mathbb{R}^{3}\right)$.

Remark 3.2. From the above reasonings as in proving Theorem 3.1 dealt with the contraction of the mapping $\Phi$, it immediately follows that if $u_{1}$ and $u_{2}$ are two possible solutions of the problem (1.1), (1.2) of the class $C^{1}\left(\bar{D}_{T}\right)$, then there exists the positive number $T_{1}=T_{1}\left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right) \leq T$ such that $\left.u_{1}\right|_{D_{T_{1}}}=\left.u_{2}\right|_{D_{T_{1}}}$.
4. A priori Estimates of a Solution of the Problem (1.1), (1.3), (1.4) in the Classes

$$
C\left(\bar{D}_{t_{1}, t_{2}}\right) \text { AND } C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)
$$

Assume

$$
\begin{aligned}
\omega_{\tau} & :=\bar{D}_{t_{1}, t_{2}} \cap\{t=\tau\}, \quad t_{1} \leq \tau \leq t_{2}, \\
\gamma_{i ; t_{1}, t_{2}} & :=\bar{D}_{t_{1}, t_{2}} \cap \widetilde{\gamma}_{i, T}, \quad i=1,2, \\
\Gamma_{t_{1}, t_{2}} & :=\gamma_{1 ; t_{1}, t_{2}} \cup \gamma_{2 ; t_{1}, t_{2}},
\end{aligned}
$$

and introduce into consideration the space

$$
\stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right):=\left\{v \in C^{2}\left(\bar{D}_{t_{1}, t_{2}}\right):\left.v\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.v_{x}\right|_{\gamma_{2 ; t_{1}, t_{2}}}=0\right\} .
$$

Let

$$
\begin{equation*}
f \in C\left(\bar{D}_{T}\right), \quad g \in C\left(\bar{D}_{T} \times \mathbb{R}\right), \quad \varphi \in C^{1}\left(\bar{\omega}_{t_{1}}\right), \quad \psi \in C\left(\bar{\omega}_{t_{1}}\right) \tag{4.1}
\end{equation*}
$$

Definition 4.1. The function $u \in C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)$ is said to be a generalized solution of the problem (1.1), (1.3), (1.4) if there exists a sequence of functions $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ such that the limiting equalities

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|L u_{n}-f\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=0 \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}\left|\bar{\omega}_{t_{1}}-\varphi\left\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}=0, \quad \lim _{n \rightarrow \infty}\right\| u_{n t}\right|_{\bar{\omega}_{t_{1}}}-\psi\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}=0 \tag{4.3}
\end{equation*}
$$

hold.
Lemma 4.1. Let the conditions (4.1) and

$$
\begin{equation*}
g(x, t, s) \geq-M_{T}, \quad(x, t, s) \in \bar{D}_{T} \times \mathbb{R}, \quad M_{T}:=\text { const }>0 \tag{4.4}
\end{equation*}
$$

be fulfilled. Then for a generalized solution $u \in C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)$ of the problem (1.1), (1.3), (1.4) an a priori estimate

$$
\begin{equation*}
\|u\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq c_{1}\left(\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right) \tag{4.5}
\end{equation*}
$$

with the positive constant $c_{1}=c_{1}(T)$, independent of $u, f, \varphi$, and $\psi$ is valid.
Proof. Let $u$ be a generalized solution of the problem (1.1), (1.3), (1.4). Then by Definition 4.1, there exists the sequence of functions $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ such that the limiting equalities (4.2), (4.3) are valid.

Consider the function $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ as a solution of the following mixed problem

$$
\begin{equation*}
L u_{n}=f_{n}, \tag{4.6}
\end{equation*}
$$

$$
\begin{gather*}
\left.u_{n}\right|_{\bar{\omega}_{t_{1}}}=\varphi_{n},\left.\quad u_{n t}\right|_{\bar{\omega}_{t_{1}}}=\psi_{n}  \tag{4.7}\\
\left.u_{n}\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.\quad u_{n x}\right|_{\gamma_{2 ; t_{1}, t_{2}}}=0 \tag{4.8}
\end{gather*}
$$

Here,

$$
\begin{equation*}
\varphi_{n}:=\left.u_{n}\right|_{\bar{\omega}_{t_{1}}}, \quad \psi_{n}:=\left.u_{n t}\right|_{\bar{\omega}_{t_{1}}}, \quad f_{n}:=L u_{n} \tag{4.9}
\end{equation*}
$$

Multiplying both parts of the equality (4.6) by $u_{n t}$ and integrating the obtained equality with respect to the domain $D_{t_{1}, t_{2} ; \tau}:=\left\{(x, t) \in D_{t_{1}, t_{2}}: t_{1}<t<\tau\right\}, t_{1}<\tau \leq t_{2}$, we have

$$
\frac{1}{2} \int_{D_{t_{1}, t_{2} ; \tau}}\left(u_{n t}^{2}\right)_{t} d x d t-\int_{D_{t_{1}, t_{2} ; \tau}} u_{n x x} u_{n t} d x d t+\int_{D_{t_{1}, t_{2} ; \tau}} g\left(x, t, u_{n}\right) u_{n t}^{2} d x d t=\int_{D_{t_{1}, t_{2} ; \tau}} f_{n} u_{n t} d x d t
$$

Taking into account (4.8) and applying Green's formula to the left-hand side of the last equality, we obtain

$$
\begin{align*}
\int_{D_{t_{1}, t_{2} ; \tau}} f_{n} u_{n t} d x d t & =\int_{\gamma_{1 ; t_{1}, \tau}} \frac{1}{2 \nu_{t}}\left[\left(u_{n x} \nu_{t}-u_{n t} \nu_{x}\right)^{2}+u_{n t}^{2}\left(\nu_{t}^{2}-\nu_{x}^{2}\right)\right] d s \\
& +\frac{1}{2} \int_{\omega_{\tau}}\left(u_{n x}^{2}+u_{n t}^{2}\right) d x-\frac{1}{2} \int_{\omega_{t_{1}}}\left(u_{n x}^{2}+u_{n t}^{2}\right) d x+\int_{D_{t_{1}, t_{2} ; \tau}} g\left(x, t, u_{n}\right) u_{n t}^{2} d x d t \tag{4.10}
\end{align*}
$$

where $\nu:=\left(\nu_{x}, \nu_{t}\right)$ is a unit vector of the outer normal to $D_{t_{1}, t_{2} ; \tau}$.
Taking into account the fact that the operator $\nu_{t} \frac{\partial}{\partial x}-\nu_{x} \frac{\partial}{\partial t}$ is the directional derivative, tangent to $\gamma_{1 ; t_{1}, \tau}$, owing to the first condition (4.8), we have

$$
\begin{equation*}
\left.\left(u_{n x} \nu_{t}-u_{n t} \nu_{x}\right)\right|_{\gamma_{1 ; t_{1}, \tau}}=0 \tag{4.11}
\end{equation*}
$$

Since $\nu_{x}=\frac{1}{\sqrt{1+\widetilde{k}^{2}}}, \nu_{t}=\frac{-\widetilde{k}}{\sqrt{1+\widetilde{k}^{2}}}$ and $0<\widetilde{k}<1$, therefore

$$
\begin{equation*}
\left.\left(\nu_{t}^{2}-\nu_{x}^{2}\right)\right|_{\gamma_{1, t_{1}, \tau}}<0 \tag{4.12}
\end{equation*}
$$

Consequently, by (4.4), (4.11), (4.12), from (4.10), we have

$$
\begin{equation*}
w_{n}(\tau):=\int_{\omega_{\tau}}\left(u_{n x}^{2}+u_{n t}^{2}\right) d x \leq \int_{\omega_{t_{1}}}\left(u_{n x}^{2}+u_{n t}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n} u_{n t} d x d t+2 M_{T} \int_{D_{t_{1}, t_{2} ; \tau}} u_{n t}^{2} d x d t \tag{4.13}
\end{equation*}
$$

Bearing in mind the inequality $2 f_{n} u_{n t} \leq u_{n t}^{2}+f_{n}^{2}$, by (4.7) and (4.13), we get

$$
w_{n}(\tau) \leq\left(1+2 M_{T}\right) \int_{D_{t_{1}}, t_{2} ; \tau} u_{n t}^{2} d x d t+\int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t+\int_{\omega_{t_{1}}}\left(\varphi_{n}^{\prime 2}+\psi_{n}^{2}\right) d x
$$

whence, in view of the expression for the function $w_{n}(\tau)$, it follows that

$$
w_{n}(\tau) \leq m_{T} \int_{0}^{\tau} w_{n}(\sigma) d \sigma+\left\|f_{n}\right\|_{L_{2}\left(D_{t_{1}, t_{2} ; \tau}\right)}^{2}+\left\|\varphi_{n}^{\prime}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}+\left\|\psi_{n}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}
$$

where $m_{T}:=1+2 M_{T}$. Hence, since the value $\left\|f_{n}\right\|_{L_{2}\left(D_{t_{1}, t_{2} ; \tau}\right)}^{2}$, being the function of $\tau$, is nondecreasing, by the Gronwall's lemma (see, e.g., [5, p. 13]), we have

$$
\begin{equation*}
w_{n}(\tau) \leq \exp \left(m_{T} \tau\right)\left[\left\|f_{n}\right\|_{L_{2}\left(D_{t_{1}, t_{2} ; \tau}\right)}^{2}+\left\|\varphi_{n}^{\prime}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}+\left\|\psi_{n}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}\right] \tag{4.14}
\end{equation*}
$$

If $(x, t) \in \bar{D}_{t_{1}, t_{2}}$, then by virtue of the first condition (4.8), we obtain the equality

$$
u_{n}(x, t)=u_{n}(x, t)-u_{n}(\widetilde{k} t, t)=\int_{\widetilde{k} t}^{x} u_{n x}(\sigma, t) d \sigma
$$

which owing to the Schwartz inequality and (4.14) results in

$$
\begin{gather*}
\left|u_{n}(x, t)\right|^{2} \leq \int_{x}^{\widetilde{k} t} d \sigma \int_{x}^{\widetilde{k} t}\left[u_{n x}(\sigma, t)\right]^{2} d \sigma \leq(\widetilde{k} t-x) \int_{\omega_{t}}\left[u_{n x}(\sigma, t)\right]^{2} d \sigma \leq(\widetilde{k} t-x) w_{n}(t) \leq \widetilde{k} t w_{n}(t) \\
\leq \widetilde{k} t_{2} \exp \left(m_{T} t_{2}\right)\left[\left\|f_{n}\right\|_{C\left(\bar{D}_{T}\right)}^{2} \operatorname{mes} D_{t_{1}, t_{2} ; \tau}+\operatorname{mes} \omega_{t_{1}}\left(\left\|\varphi_{n}\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}^{2}+\left\|\psi_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}\right)\right] \\
=\frac{1}{2} \widetilde{k}^{2} t_{2}\left(t_{2}^{2}-t_{1}^{2}\right) \exp \left(m_{T} t_{2}\right)\left\|f_{n}\right\|_{C\left(\bar{D}_{T}\right)}^{2}+\widetilde{k}^{2} t_{1} t_{2} \exp \left(m_{T} t_{2}\right)\left\|\varphi_{n}\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}^{2} \\
+\widetilde{k}^{2} t_{1} t_{2} \exp \left(m_{T} t_{2}\right)\left\|\psi_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2} . \tag{4.15}
\end{gather*}
$$

Thus, using the obvious inequality

$$
\left(\sum_{i=1}^{n} a_{i}^{2}\right)^{\frac{1}{2}} \leq \sum_{i=1}^{n}\left|a_{i}\right|
$$

we obtain

$$
\begin{aligned}
\left\|u_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq T \widetilde{k} \sqrt{\frac{T}{2}} \exp & \left(\frac{T m_{T}}{2}\right)\left\|f_{n}\right\|_{C\left(\bar{D}_{T}\right)} \\
& +T \widetilde{k} \exp \left(\frac{T m_{T}}{2}\right)\left\|\varphi_{n}\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+T \widetilde{k} \exp \left(\frac{T m_{T}}{2}\right)\left\|\psi_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}
\end{aligned}
$$

Passing in the last inequality to the limit, as $n \rightarrow \infty$, by virtue of (4.2), (4.3), (4.9), we obtain the estimate (4.5) in which

$$
c_{1}(T)=T \widetilde{k} \exp \left(\frac{T m_{T}}{2}\right) \max \left\{\sqrt{\frac{T}{2}}, 1\right\} .
$$

Remark 4.1. Repeating the same reasoning as in Lemma 4.1, for a generalized solution of the problem (1.1), (1.2) we obtain an a priori estimate

$$
\|u\|_{C\left(\bar{D}_{T}\right)} \leq c_{0}\|f\|_{C\left(\bar{D}_{T}\right)}
$$

where

$$
c_{0}=T \widetilde{k} \sqrt{\frac{T}{2}} \exp \left(\frac{m_{T} T}{2}\right)
$$

Below, using the classical method of characteristics and taking into account (4.5), we obtain a priori estimate in the space $C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)$ for a generalized solution of the problem (1.1), (1.3), (1.4).

We have the following
Lemma 4.2. Under the conditions of Lemma 4.1, if

$$
\begin{equation*}
t_{2}-t_{1} \leq \frac{1}{2} \widetilde{k} t_{1} \tag{4.16}
\end{equation*}
$$

for a generalized solution of the problem (1.1), (1.3), (1.4) an a priori estimate

$$
\begin{equation*}
\|u\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq\left(2 T\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right) \exp \left[2\left(K_{\varphi, \psi}+1\right) T\right] \tag{4.17}
\end{equation*}
$$

holds. Here,

$$
\begin{equation*}
K_{\varphi, \psi}:=K\left(\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right), \tag{4.18}
\end{equation*}
$$

where

$$
K(s):=\sup _{(x, t) \in D_{T},\left|s_{1}\right| \leq c_{1} s}\left|g\left(x, t, s_{1}\right)\right|<+\infty
$$

$c$ is the constant from the a priori estimate (4.5), and

$$
\|u\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}:=\max \left\{\|u\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)},\left\|u_{x}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)},\left\|u_{t}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}\right\} .
$$

Proof. Let $u$ be a generalized solution of the problem (1.1), (1.3), (1.4). The limiting equalities (4.2), (4.3) are valid, where $u_{n}$ can be considered as a solution of the problem (4.6)-(4.8) with right-hand sides $f_{n}, \varphi_{n}, \psi_{n}$ from (4.9). For the fixed natural $n$ we introduce the functions

$$
\begin{equation*}
u_{n}^{1}:=u_{n t}-u_{n x}, \quad u_{n}^{2}:=u_{n t}+u_{n x}, \quad u_{n}^{3}:=u_{n} \tag{4.19}
\end{equation*}
$$

which in view of (4.7), (4.8) for $t_{1} \leq t \leq t_{2}$ satisfy the initial and boundary conditions

$$
\begin{gather*}
\left.u_{n}^{1}\right|_{\omega_{t_{1}}}=\psi_{n}-\varphi_{n}^{\prime},\left.\quad u_{n}^{2}\right|_{\omega_{t_{1}}}=\psi_{n}+\varphi_{n}^{\prime},\left.\quad u_{n}^{3}\right|_{\omega_{t_{1}}}=\varphi_{n}  \tag{4.20}\\
\left.\left(u_{n}^{2}+\frac{1-\widetilde{k}}{1+\widetilde{k}} u_{n}^{1}\right)\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.\quad u_{n}^{3}\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.\quad\left(u_{n}^{1}-u_{n}^{2}\right)\right|_{\gamma_{2 ; t_{1}, t_{2}}}=0 \tag{4.21}
\end{gather*}
$$

By virtue of (1.1), and (4.19), the unknown functions $u_{n}^{1}, u_{n}^{2}, u_{n}^{3}$ satisfy the following system of partial differential equations of the first order

$$
\left\{\begin{array}{l}
\frac{\partial u_{n}^{1}}{\partial t}+\frac{\partial u_{n}^{1}}{\partial x}=f_{n}(x, t)-\frac{1}{2} g\left(x, t, u_{n}^{3}\right)\left(u_{n}^{1}+u_{n}^{2}\right)  \tag{4.22}\\
\frac{\partial u_{n}^{2}}{\partial t}-\frac{\partial u_{n}^{2}}{\partial x}=f_{n}(x, t)-\frac{1}{2} g\left(x, t, u_{n}^{3}\right)\left(u_{n}^{1}+u_{n}^{2}\right) \\
\frac{\partial u_{n}^{3}}{\partial t}-\frac{\partial u_{n}^{3}}{\partial x}=u_{n}^{1}
\end{array}\right.
$$

Taking into account (4.16), we divide the domain $D_{t_{1}, t_{2}}$ into three subdomains

$$
\begin{aligned}
D_{1 ; t_{1}, t_{2}} & :=\left\{(x, t) \in D_{t_{1}, t_{2}}: t-t_{1}<x<(1+\widetilde{k}) t_{1}-t\right\} \\
D_{2 ; t_{1}, t_{2}} & :=\left\{(x, t) \in D_{t_{1}, t_{2}}: 0<x<t-t_{1}\right\} \\
D_{3 ; t_{1}, t_{2}} & :=\left\{(x, t) \in D_{t_{1}, t_{2}}:(1+\widetilde{k}) t_{1}-t<x<\widetilde{k} t\right\}
\end{aligned}
$$

For $(x, t) \in D_{1 ; t_{1}, t_{2}}$, integration equations of the system (4.22) along the corresponding characteristic curves and bearing in mind the initial conditions (4.20), we obtain

$$
\left\{\begin{array}{l}
u_{n}^{1}(x, t)=-\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(P_{\tau}\right) d \tau+\psi_{n}\left(x-t+t_{1}\right)-\varphi_{n}^{\prime}\left(x-t+t_{1}\right) \\
u_{n}^{2}(x, t)=-\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau+\psi_{n}\left(x+t-t_{1}\right)+\varphi_{n}^{\prime}\left(x+t-t_{1}\right) \\
u_{n}^{3}(x, t)=\int_{t_{1}}^{t} u_{n}^{1}\left(Q_{\tau}\right) d \tau+\varphi_{n}\left(x+t-t_{1}\right)
\end{array}\right.
$$

where $P_{\tau}:=(x-t+\tau, \tau), Q_{\tau}:=(x+t-\tau, \tau)$. Passing in this system to the limit, as $n \rightarrow \infty$, in the space $C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)$ and taking into account (4.2), (4.3), (4.6), (4.7), (4.9) and (4.10), we have

$$
\left\{\begin{align*}
u^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u^{3}\left(P_{\tau}\right)\right)\left(u^{1}\left(P_{\tau}\right)+u^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(P_{\tau}\right) d \tau+\psi\left(x-t+t_{1}\right) \\
& -\varphi^{\prime}\left(x-t+t_{1}\right) \\
u^{2}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u^{3}\left(Q_{\tau}\right)\right)\left(u^{1}\left(Q_{\tau}\right)+u^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(Q_{\tau}\right) d \tau+\psi\left(x+t-t_{1}\right)  \tag{4.23}\\
& +\varphi^{\prime}\left(x+t-t_{1}\right) \\
u^{3}(x, t)= & \int_{t_{1}}^{t} u^{1}\left(Q_{\tau}\right) d \tau+\varphi\left(x+t-t_{1}\right)
\end{align*}\right.
$$

Here, by (4.2) and (4.19),

$$
\begin{equation*}
u^{1}:=u_{t}-u_{x}, \quad ; u^{2}:=u_{t}+u_{x}, \quad u^{3}:=u \tag{4.24}
\end{equation*}
$$

In case $(x, t) \in D_{2 ; t_{1}, t_{2}}$, integrating equations of the system (4.22) along the corresponding characteristic curves and taking into account the initial conditions (4.20), we obtain

$$
\left\{\begin{align*}
u_{n}^{1}(x, t)= & u_{n}^{1}(0, t-x)-\frac{1}{2} \int_{t-x}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t-x}^{t} f_{n}\left(P_{\tau}\right) d \tau  \tag{4.25}\\
u_{n}^{2}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau+\psi_{n}\left(x+t-t_{1}\right) \\
& +\varphi_{n}^{\prime}\left(x+t-t_{1}\right) \\
u_{n}^{3}(x, t)= & \int_{t_{1}}^{t} u_{n}^{1}\left(Q_{\tau}\right) d \tau+\varphi_{n}\left(x+t-t_{1}\right)
\end{align*}\right.
$$

Since due to (4.21) the equality $u_{n}^{1}(0, t-x)=u_{n}^{2}(0, t-x)$ holds, bearing in mind the second equality of the obtained system and the notation $P_{\tau}^{2}:=(t-x-\tau, \tau)$, we can rewrite the system (4.25) in the form

$$
\left\{\begin{aligned}
u_{n}^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t-x} g\left(P_{\tau}^{2}, u_{n}^{3}\left(P_{\tau}^{2}\right)\right)\left(u_{n}^{1}\left(P_{\tau}^{2}\right)+u_{n}^{2}\left(P_{\tau}^{2}\right)\right) d \tau+\int_{t_{1}}^{t-x} f_{n}\left(P_{\tau}^{2}\right) d \tau+\psi_{n}\left(t-x-t_{1}\right) \\
& +\varphi_{n}^{\prime}\left(t-x-t_{1}\right)-\frac{1}{2} \int_{t-x}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t-x}^{t} f_{n}\left(P_{\tau}\right) d \tau \\
u_{n}^{2}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau+\psi_{n}\left(x+t-t_{1}\right)+\varphi_{n}^{\prime}\left(x+t-t_{1}\right) \\
u_{n}^{3}(x, t)= & \int_{t_{1}}^{t} u_{n}^{1}\left(Q_{\tau}\right) d \tau+\varphi_{n}\left(x+t-t_{1}\right)
\end{aligned}\right.
$$

Passing here to the limit as $n \rightarrow \infty$ in the space $C\left(\bar{D}_{2 ; t_{1}, t_{2}}\right)$ and taking into account (4.2), (4.3), (4.6), (4.7), (4.9) and (4.19), we have

$$
\left\{\begin{align*}
u^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t-x} g\left(P_{\tau}^{2}, u^{3}\left(P_{\tau}^{2}\right)\right)\left(u^{1}\left(P_{\tau}^{2}\right)+u^{2}\left(P_{\tau}^{2}\right)\right) d \tau+\int_{t_{1}}^{t-x} f\left(P_{\tau}^{2}\right) d \tau+\psi\left(t-x-t_{1}\right)  \tag{4.26}\\
& +\varphi^{\prime}\left(t-x-t_{1}\right)-\frac{1}{2} \int_{t-x}^{t} g\left(P_{\tau}, u^{3}\left(P_{\tau}\right)\right)\left(u^{1}\left(P_{\tau}\right)+u^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t-x}^{t} f\left(P_{\tau}\right) d \tau \\
u^{2}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u^{3}\left(Q_{\tau}\right)\right)\left(u^{1}\left(Q_{\tau}\right)+u^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(Q_{\tau}\right) d \tau+\psi\left(x+t-t_{1}\right) \\
& +\varphi^{\prime}\left(x+t-t_{1}\right) \\
u^{3}(x, t)= & \int_{t_{1}}^{t} u^{1}\left(Q_{\tau}\right) d \tau+\varphi\left(x+t-t_{1}\right)
\end{align*}\right.
$$

For $(x, t) \in D_{3 ; t_{1}, t_{2}}$, integrating equations of the system (4.22) along the characteristic curves, in view of the initial and boundary conditions (4.20), (4.21), we obtain

$$
\left\{\begin{array}{l}
u_{n}^{1}(x, t)=-\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(P_{\tau}\right) d \tau+\psi_{n}\left(x-t+t_{1}\right)-\varphi_{n}^{\prime}\left(x-t+t_{1}\right)  \tag{4.27}\\
u_{n}^{2}(x, t)= \\
u_{n}^{2}\left(\frac{\widetilde{k}(x+t)}{\widetilde{k}+1}, \frac{x+t}{\widetilde{k}+1}\right)-\frac{1}{2} \int_{\frac{x+t}{k+1}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{\frac{x+t}{k+1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau \\
u_{n}^{3}(x, t)=\int_{\frac{x+t}{k+1}}^{t} u_{n}^{1}\left(Q_{\tau}\right) d \tau
\end{array}\right.
$$

Since by (4.21) there is on $\gamma_{1 ; t_{1}, t_{2}}$ the equality $u_{n}^{2}=\frac{\widetilde{k}-1}{\kappa k+1} u_{n}^{1}$, due to the first equality of the obtained system and the notation $P_{\tau}^{3}:=\left(\frac{\widetilde{k}-1}{\tilde{k}+1}(x+t)+\tau, \tau\right)$, the system (4.27) can be rewritten in the form

$$
\left\{\begin{aligned}
u_{n}^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(P_{\tau}\right) d \tau+\psi_{n}\left(x-t+t_{1}\right)-\varphi_{n}^{\prime}\left(x-t+t_{1}\right) \\
u_{n}^{2}(x, t)= & \frac{\widetilde{k}-1}{\widetilde{k}+1}\left[-\frac{1}{2} \int_{t_{1}}^{\frac{x+t}{k+1}} g\left(P_{\tau}^{3}, u_{n}^{3}\left(P_{\tau}^{3}\right)\right)\left(u_{n}^{1}\left(P_{\tau}^{3}\right)+u_{n}^{2}\left(P_{\tau}^{3}\right)\right) d \tau+\int_{t_{1}}^{\frac{x+t}{k+1}} f_{n}\left(P_{\tau}^{3}\right) d \tau\right. \\
& \left.+\psi_{n}\left(\frac{\widetilde{k}-1}{\widetilde{k}+1}(x+t)+t_{1}\right)-\varphi_{n}^{\prime}\left(\frac{\widetilde{k}-1}{\widetilde{k}+1}(x+t)+t_{1}\right)\right] \\
& \quad-\frac{1}{2} \int_{\frac{x+t}{t}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{\frac{x+t}{k+1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau \\
u_{n}^{3}(x, t)= & \int_{x_{n}}^{\frac{x+t}{k+1}} u_{n}^{1}\left(Q_{\tau}\right) d \tau .
\end{aligned}\right.
$$

Passing in this system to the limit, as $n \rightarrow \infty$, in the space $C\left(\bar{D}_{3 ; t_{1}, t_{2}}\right)$ and taking into account (4.2), (4.3), (4.6), (4.7), (4.9) and (4.10), we have

$$
\left\{\begin{align*}
u^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u^{3}\left(P_{\tau}\right)\right)\left(u^{1}\left(P_{\tau}\right)+u^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(P_{\tau}\right) d \tau+\psi\left(x-t+t_{1}\right)-\varphi^{\prime}\left(x-t+t_{1}\right),  \tag{4.28}\\
u^{2}(x, t)= & \frac{\widetilde{k}-1}{\widetilde{k}+1}\left[-\frac{1}{2} \int_{t_{1}}^{\frac{\frac{x+t}{k+1}}{k+1}} g\left(P_{\tau}^{3}, u^{3}\left(P_{\tau}^{3}\right)\right)\left(u^{1}\left(P_{\tau}^{3}\right)+u^{2}\left(P_{\tau}^{3}\right)\right) d \tau+\int_{t_{1}}^{\frac{\frac{x+t}{k+1}}{}} f\left(P_{\tau}^{3}\right) d \tau\right. \\
& \left.+\psi\left(\frac{\widetilde{k}-1}{\widetilde{k}+1}(x+t)+t_{1}\right)-\varphi^{\prime}\left(\frac{\widetilde{k}-1}{\widetilde{k}+1}(x+t)+t_{1}\right)\right] \\
& -\frac{1}{2} \int_{t}^{t} g\left(Q_{\tau}, u^{3}\left(Q_{\tau}\right)\right)\left(u^{1}\left(Q_{\tau}\right)+u^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{\frac{x+t}{t}}^{\frac{x+t+}{k+1}} f\left(Q_{\tau}\right) d \tau, \\
u^{3}(x, t)= & \int_{\frac{x+t}{k+1}}^{t} u^{1}\left(Q_{\tau}\right) d \tau .
\end{align*}\right.
$$

By the a priori estimate (4.5), for a generalized solution $u^{3}=u$ of the problem (1.1), (1.3), (1.4) we get

$$
\begin{equation*}
\left|g\left(x, t, u^{3}(x, t)\right)\right| \leq K_{\varphi, \psi}, \quad(x, t) \in \bar{D}_{t_{1}, t_{2}} \tag{4.29}
\end{equation*}
$$

where $K_{\varphi, \psi}$ is defined in (4.18).
Let

$$
\begin{equation*}
v^{i}(t):=\sup _{(\xi, \tau) \in \bar{D}_{t_{1}, t}}\left|u^{i}(\xi, \tau)\right|, \quad i=1,2,3, \quad F(t):=\sup _{(\xi, \tau) \in \bar{D}_{t_{1}, t}}|f(\xi, \tau)| . \tag{4.30}
\end{equation*}
$$

It follows from (4.23), (4.26) and (4.28) by virtue of (4.29) and (4.30) that

$$
\left|u^{i}(x, t)\right| \leq\left(K_{\varphi, \psi}+1\right) \int_{t_{1}}^{t}\left[v^{1}(\tau)+v^{2}(\tau)\right] d \tau+2 t\|f\|_{C\left(\bar{D}_{t_{1}, t}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}, \quad i=1,2,3
$$

whence taking into account the fact that the right-hand sides of these inequalities are nondecreasing, by virtue of (4.30), we obtain

$$
\begin{gathered}
\left|v^{i}(t)\right| \leq\left(K_{\varphi, \psi}+1\right) \int_{t_{1}}^{t}\left[v^{1}(\tau)+v^{2}(\tau)\right] d \tau+2 t_{2}\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)} \\
t_{1} \leq t \leq t_{2}, \quad i=1,2,3
\end{gathered}
$$

Putting $v(t):=\max _{1 \leq i \leq 3} v^{i}(t)$, the obtained inequalities result in

$$
\begin{equation*}
v(t) \leq 2\left(K_{\varphi, \psi}+1\right) \int_{t_{1}}^{t} v(\tau) d \tau+2 t_{2}\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}, \quad t_{1} \leq t \leq t_{2} \tag{4.31}
\end{equation*}
$$

From (4.31), applying Gronwall's lemma, we obtain

$$
v(t) \leq\left[2 t_{2}\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right] \exp \left[2\left(K_{\varphi, \psi}+1\right) t\right], \quad t_{1} \leq t \leq t_{2}
$$

From (4.24) and (4.30), it now easily follows that

$$
\|u\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq\left[2 t_{2}\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right] \exp \left[2\left(K_{\varphi, \psi}+1\right) t_{2}\right]
$$

which proves Lemma 4.2.
5. The Uniqueness of a Solution of the Problems (1.1), (1.2) and (1.1), (1.3), (1.4)

Lemma 5.1. Let the conditions (3.5), (4.1), (4.4), (4.16) be fulfilled. Then the problem (1.1), (1.3), (1.4) may have no more than one generalized solution of the class $C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)$.

Proof. Indeed, assume that the problem (1.1), (1.3), (1.4) has two possible different generalized solutions $u^{1}$ and $u^{2}$ of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$. According to Definition 1.1, there exists a sequence of functions $u_{n}^{i} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ such that the limiting equalities

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}^{i}-u^{i}\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|L u_{n}^{i}-f\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=0 \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left.u_{n}^{i}\right|_{\bar{\omega}_{t_{1}}}-\varphi\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|\left.u_{n t}^{i}\right|_{\bar{\omega}_{t_{1}}}-\psi\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}=0, \quad i=1,2, \tag{5.2}
\end{equation*}
$$

hold.
We take advantage here the well-known notation $\square:=\partial^{2} / \partial t^{2}-\partial^{2} / \partial x^{2}$ and put $\omega_{n}:=u_{n}^{2}-u_{n}^{1}$. It can be easily seen that the function $\omega_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ satisfies the following equalities:

$$
\begin{gather*}
\square \omega_{n}+g_{n}=f_{n},  \tag{5.3}\\
\left.\omega_{n}\right|_{\bar{\omega}_{t_{1}}}=\widetilde{\varphi}_{n},\left.\quad \omega_{n t}\right|_{\bar{\omega}_{t_{1}}}=\widetilde{\psi}_{n}  \tag{5.4}\\
\left.\omega_{n}\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.\quad \omega_{n x}\right|_{\gamma_{2 ; t_{1}, t_{2}}}=0, \tag{5.5}
\end{gather*}
$$

where

$$
\begin{equation*}
g_{n}:=g\left(x, t, u_{n}^{2}\right) u_{n t}^{2}-g\left(x, t, u_{n}^{1}\right) u_{n t}^{1}, \quad f_{n}:=L u_{n}^{2}-L u_{n}^{1}, \tag{5.6}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{\varphi}_{n}:=\left.\omega_{n}\right|_{\bar{\omega}_{t_{1}}}, \quad \widetilde{\psi}_{n}:=\left.\omega_{n t}\right|_{\bar{\omega}_{t_{1}}}, \tag{5.7}
\end{equation*}
$$

and by virtue of (5.2) and (5.7), the equalities

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\widetilde{\varphi}_{n}\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}=0, \quad i=1,2 \tag{5.8}
\end{equation*}
$$

hold.
By the first equality of (5.1), there is the number $A=$ const $>0$, independent of the indices $i$ and $n$, such that

$$
\begin{equation*}
\left\|u_{n}^{i}\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq A . \tag{5.9}
\end{equation*}
$$

According to the second equalities of (5.1) and (5.6), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|f_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=0 \tag{5.10}
\end{equation*}
$$

By (3.5), (5.9) and the first equality of (5.6), it is not difficult to see that

$$
\begin{equation*}
g_{n}^{2}=\left(g\left(x, t, u_{n}^{2}\right) \omega_{n t}+\left(g\left(x, t, u_{n}^{2}\right)-g\left(x, t, u_{n}^{1}\right)\right) u_{n t}^{1}\right)^{2} \leq 2 m^{2}(A) \omega_{n t}^{2}+2 A^{2} c^{2}(A) \omega_{n}^{2} \tag{5.11}
\end{equation*}
$$

Multiplying both parts of the equality (5.3) by $\omega_{n t}$ and integrating the obtained equality with respect to the domain $D_{t_{1}, t_{2}}$, by virtue of (5.4), (5.5), just in the same manner as when obtaining inequality (4.13), from (4.10)-(4.12), we have

$$
\begin{equation*}
w_{n}(\tau):=\int_{\omega_{\tau}}\left(\omega_{n x}^{2}+\omega_{n t}^{2}\right) d x \leq \int_{\omega_{t_{1}}}\left(\widetilde{\varphi}_{n}^{\prime 2}+\widetilde{\psi}_{n}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}}\left(f_{n}-g_{n}\right) \omega_{n t} d x d t \tag{5.12}
\end{equation*}
$$

By virtue of the estimate (5.11) and the Cauchy inequality, we obtain

$$
\begin{align*}
& 2 \int_{D_{t_{1}, t_{2} ; \tau}}\left(f_{n}-g_{n}\right) \omega_{n t} d x d t \leq \int_{D_{t_{1}, t_{2} ; \tau}}\left(f_{n}-g_{n}\right)^{2} d x d t+\int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n t}^{2} d x d t \\
& \quad \leq 2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t+2 \int_{D_{t_{1}, t_{2} ; \tau}} g_{n}^{2} d x d t+\int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n t}^{2} d x d t \\
& \quad \leq 2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t+4 A^{2} c^{2}(A) \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n}^{2} d x d t+\left(1+4 m^{2}(A)\right) \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n t}^{2} d x d t . \tag{5.13}
\end{align*}
$$

Next, in view of the equality

$$
\omega_{n}(x, t)=\int_{\widetilde{k} t}^{x} \omega_{n x}(\xi, t) d \xi, \quad(x, t) \in \bar{D}_{t_{1}, t_{2} ; \tau}
$$

which follows from the first equality of (5.5), reasoning in a standard manner, we obtain the following inequality:

$$
\begin{equation*}
\int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n}^{2} d x d t \leq(\widetilde{k} T)^{2} \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n x}^{2} d x d t \tag{5.14}
\end{equation*}
$$

It follows from (5.12)-(5.14) that

$$
\begin{aligned}
w_{n}(\tau) \leq & \leq \int_{\omega_{t_{1}}}\left(\widetilde{\varphi}_{n}^{\prime 2}+\widetilde{\psi}_{n}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t \\
& +4 k^{2} T^{2} A^{2} c^{2}(A) \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n x}^{2} d x d t+\left(1+4 m^{2}(A)\right) \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n t}^{2} d x d t \\
& \leq \int_{\omega_{t_{1}}}\left(\widetilde{\varphi}_{n}^{\prime 2}+\widetilde{\psi}_{n}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t+\left(4 k^{2} T^{2} A^{2} c^{2}(A)+1+4 m^{2}(A)\right) \int_{D_{t_{1}, t_{2} ; \tau}}\left(\omega_{n x}^{2}+\omega_{n t}^{2}\right) d x d t
\end{aligned}
$$

$$
=\left(4 k^{2} T^{2} A^{2} c^{2}(A)+1+4 m^{2}(A)\right) \int_{t_{1}}^{\tau} w_{n}(\sigma) d \sigma+\int_{\omega_{t_{1}}}\left(\widetilde{\varphi}_{n}^{\prime 2}+\widetilde{\psi}_{n}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t
$$

whence due to the Gronwall's lemma, we find that

$$
\begin{equation*}
w_{n}(\tau) \leq c_{2}\left(\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}+\left\|\widetilde{\psi}_{n}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}+2\left\|f_{n}\right\|_{L_{2}\left(D_{t_{1}, t_{2}}\right)}^{2}\right), \quad t_{1}<\tau \leq t_{2} \tag{5.15}
\end{equation*}
$$

where

$$
c_{2}:=\exp \left(4 k^{2} T^{2} A^{2} c^{2}(A)+1+4 m^{2}(A)\right)\left(t_{2}-t_{1}\right)
$$

Reasoning analogously as in the obtaining estimate (4.15) and taking into account obvious inequalities

$$
\begin{gathered}
\left\|f_{n}\right\|_{L_{2}\left(D_{\left.t_{1}, t_{2}\right)}^{2}\right.}^{2} \leq\left\|f_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}^{2} \operatorname{mes} D_{t_{1}, t_{2}}, \quad\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2} \leq\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2} \operatorname{mes} \omega_{t_{1}}, \\
\left\|\widetilde{\psi}_{n}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2} \leq\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2} \operatorname{mes} \omega_{t_{1}}
\end{gathered}
$$

by virtue of (5.15), for $(x, t) \in \bar{D}_{t_{1}, t_{2}}$ we have

$$
\begin{gathered}
\left|\omega_{n}(x, t)\right|^{2} \leq \widetilde{k} t w_{n}(t) \leq \widetilde{k} T c_{2}\left(\operatorname{mes} \omega_{t_{1}}\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}+\operatorname{mes} \omega_{t_{1}}\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}+2 \operatorname{mes} D_{t_{1}, t_{2}}\left\|f_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}^{2}\right) \\
\leq c_{2}(\widetilde{k} T)^{2}(1+T)\left(\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}+\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}+\left\|f_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}^{2}\right)
\end{gathered}
$$

Hence it immediately follows that

$$
\begin{equation*}
\left\|\omega_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq \widetilde{k} T \sqrt{c_{2}(1+T)}\left(\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}+\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}+\left\|f_{n}\right\|_{C\left(\bar{D}_{\left.t_{1}, t_{2}\right)}\right)}\right) \tag{5.16}
\end{equation*}
$$

According to the definition of the function $\omega_{n}$ and the first equality of (5.1), we can easily see that

$$
\lim _{n \rightarrow \infty}\left\|\omega_{n}\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}=\left\|u^{2}-u^{1}\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}
$$

and all the more,

$$
\lim _{n \rightarrow \infty}\left\|\omega_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=\left\|u^{2}-u^{1}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}
$$

Therefore, passing in the inequality (5.16) to the limit, as $n \rightarrow \infty$, and taking into account (5.8) and (5.10), we obtain $\left\|u^{2}-u^{1}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=0$, i.e. $u^{1}=u^{2}$.

Theorem 5.1. Let the conditions (3.5), (4.1), (4.4) be fulfilled. Then the problem (1.1), (1.2) may have no more than one generalized solution of the class $C^{1}\left(\bar{D}_{T}\right)$.

Proof. We take a natural number $n$ so large that $\Delta=\frac{T-T_{1}}{n}<\frac{1}{2} \widetilde{k} T_{1}$, where $T_{1}$ is the number appearing in Remark 3.2, and put $T_{i}:=T_{1}+(i-1) \Delta, i=2, \ldots, n+1$. Then if $u_{1}$ and $u_{2}$ are the two possible solutions of the problem (1.1), (1.2) of the class $C^{1}\left(\bar{D}_{T}\right)$, then owing to Remark 3.2, we have $\left.u_{1}\right|_{D_{T_{1}}}=\left.u_{2}\right|_{D_{T_{1}}}$, whence by virtue of Lemma 5.1 , we find that $\left.u_{1}\right|_{D_{T_{1}, T_{2}}}=\left.u_{2}\right|_{D_{T_{1}, T_{2}}}$. Further, continuing analogous reasoning step by step, in the domains $D_{T_{2}, T_{3}}, D_{T_{3}, T_{4}}, \ldots, D_{T_{n}, T_{n+1}}$ we find that $\left.u_{1}\right|_{D_{T_{i}}, T_{i+1}}=\left.u_{2}\right|_{D_{T_{i}, T_{i+1}}}, i=2, \ldots, n$, and hence $\left.u_{1}\right|_{D_{T}}=\left.u_{2}\right|_{D_{T}}$. Thus this proves the uniqueness of a solution of the problem (1.1), (1.2) in the class $C^{1}\left(\bar{D}_{T}\right)$.

## 6. Solvability of the Problem (1.1), (1.2)

As is known, if a global a priori estimate of a solution is obtained and the existence of a local solution of the evolution problem is established, then reasoning in a standard manner, we obtain the existence of the global solution of that problem (see, e.g., [20]). In our case, the a priori estimate of a solution of the problem $(1.1),(1.3),(1.4)$ is obtained under the assumption that the height $\Delta t:=t_{2}-t_{1}$ of the trapezoid $D_{t_{1}, t_{2}}$ is less than the defined value (see (4.16)). Therefore, in this case, to prove the existence of the global solution, we have to modify the above-mentioned general approach, making it convenient for our case.

Remark 6.1. In the assumption that the condition (4.16) is fulfilled, we consider first the question on the solvability of the problem (1.1), (1.3), (1.4) of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$ taking into account that if $u$ is a generalized solution of that problem of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$, then $u^{1}:=u_{t}-u_{x}, u^{2}:=u_{t}+u_{x}, u^{3}:=u$ is a continuous solution of the system of nonlinear Volterra type integral equations (4.23), (4.26), (4.28), respectively, in the domains $D_{1 ; t_{1}, t_{2}}, D_{2 ; t_{1}, t_{2}}, D_{3 ; t_{1}, t_{2}}$, and vice versa, if $u^{1}, u^{2}, u^{3}$ is a continuous solution of the above-mentioned system, then $u:=u^{3}$ is a generalized solution of the problem (1.1), (1.3), (1.4) of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$, and the equalities $u^{1}:=u_{t}-u_{x}, u^{2}:=u_{t}+u_{x}$ are valid.

We rewrite the systems $(4.23),(4.26)$ and (4.28) in the vector form

$$
\begin{equation*}
U(P)=(\Phi U)(P), \quad P \in D_{t_{1}, t_{2}} \tag{6.1}
\end{equation*}
$$

where $U:=\left(u^{1}, u^{2}, u^{3}\right)$ and $\Phi:=\left(\Phi^{1}, \Phi^{2}, \Phi^{3}\right)$, and the operators

$$
\begin{equation*}
\Phi^{1}(U):=\left.\Phi(U)\right|_{D_{1 ; t_{1}, t_{2}}}, \quad \Phi^{2}(U):=\left.\Phi(U)\right|_{D_{2 ; t_{1}, t_{2}}}, \quad \Phi^{3}(U):=\left.\Phi(U)\right|_{D_{3 ; t_{1}, t_{2}}} \tag{6.2}
\end{equation*}
$$

are defined by the right-hand sides of the systems (4.23), (4.26) and (4.28), respectively.
Let

$$
\|U\|_{X_{t_{1}, t_{2}}}:=\max _{1 \leq i \leq 3}\left\{\left\|u^{i}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}\right\}, \quad U \in X_{t_{1}, t_{2}}:=C\left(\bar{D}_{t_{1}, t_{2}} ; \mathbb{R}^{3}\right)
$$

We fix the number $R>0$ and denote by $B_{R}\left(t_{1}, t_{2}\right):=\left\{U \in X_{t_{1}, t_{2}}:\|U\|_{X_{t_{1}, t_{2}}} \leq R\right\}$ a closed ball of radius $R$ in the Banach space $X_{t_{1}, t_{2}}$ with the center in a zero element.

Below, it will be shown that there exists the positive number $t_{2}^{0} \in\left(t_{1}, T\right]$ such that for any $t_{2}<t_{2}^{0}$ :
(i) $\Phi$ maps the ball $B_{R}\left(t_{1}, t_{2}\right)$ into itself;
(ii) $\Phi$ is a contracting mapping on the set $B_{R}\left(t_{1}, t_{2}\right)$.

Assume

$$
R=2\left(2 T\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right) .
$$

For $\|U\|_{X_{t_{1}, t_{2}}} \leq R$, by virtue of (6.1), from (4.31), we have

$$
\begin{aligned}
|(\Phi U)(x, t)| & \leq 2\left(K_{\varphi, \psi}+1\right) \int_{t_{1}}^{t} v(\tau) d \tau+2 t_{2}\|f\|_{C\left(\bar{D}_{\left.t_{1}, t_{2}\right)}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)} \\
& \leq 2\left(K_{\varphi, \psi}+1\right) R\left(t-t_{1}\right)+2 T\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}, \quad t_{1} \leq t \leq t_{2}
\end{aligned}
$$

whence for

$$
\begin{equation*}
\Delta t_{1}:=t_{2}-t_{1} \leq \frac{1}{4\left(K_{\varphi, \psi}+1\right)} \tag{6.3}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
|(\Phi U)(x, t)| \leq R, \quad(x, t) \in D_{t_{1}, t_{2}} \tag{6.4}
\end{equation*}
$$

The value $K$ here is defined in Lemma 4.2.
Thus, by (6.4), in the case (6.3), the operator $\Phi$ maps the ball $B_{R}\left(t_{1}, t_{2}\right)$ into itself, i.e., item (i) is fulfilled.

Let us now show that item (ii) is likewise fulfilled, that is, the operator $\Phi$ is a contracted mapping in that ball. Indeed, for $U_{i}:=\left(u_{i}^{1}, u_{i}^{2}, u_{i}^{3}\right), i=1,2$, and $P \in D_{1 ; t_{1}, t_{2}}$, from (4.23), by virtue of (3.5) for

$$
\left(\Phi_{1}^{1} U\right)(P):=-\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u^{3}\left(P_{\tau}\right)\right)\left(u^{1}\left(P_{\tau}\right)+u^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(P_{\tau}\right) d \tau+\psi\left(x-t+t_{1}\right)-\varphi^{\prime}\left(x-t+t_{1}\right)
$$

we have

$$
\begin{aligned}
\left|\left(\Phi_{1}^{1} U_{2}-\Phi_{1}^{1} U_{1}\right)(x, t)\right| & \leq \frac{1}{2} \int_{t_{1}}^{t}\left(\left|g\left(P_{\tau}, u_{2}^{3}\left(P_{\tau}\right)\right)-g\left(P_{\tau}, u_{1}^{3}\left(P_{\tau}\right)\right)\right|\left|u_{2}^{1}\left(P_{\tau}\right)+u_{2}^{2}\left(P_{\tau}\right)\right|\right. \\
+ & \left.\left|g\left(P_{\tau}, u_{1}^{3}\left(P_{\tau}\right)\right)\right|\left|u_{2}^{1}\left(P_{\tau}\right)-u_{1}^{1}\left(P_{\tau}\right)+u_{2}^{2}\left(P_{\tau}\right)-u_{1}^{2}\left(P_{\tau}\right)\right|\right) d \tau
\end{aligned}
$$

$$
\begin{gathered}
\leq c(R) R \Delta t_{1}\left\|u_{2}^{3}-u_{1}^{3}\right\|_{C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)}+\frac{1}{2} m(R) \Delta t_{1}\left(\left\|u_{2}^{1}-u_{1}^{1}\right\|_{C\left(\bar{D}_{\left.1 ; t_{1}, t_{2}\right)}\right)}+\left\|u_{2}^{2}-u_{1}^{2}\right\|_{C\left(\bar{D}_{\left.1 ; t_{1}, t_{2}\right)}\right)}\right) \\
\leq(c(R) R+m(R)) \Delta t_{1}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)},
\end{gathered}
$$

whence in view of (4.23) and (6.3), for

$$
\begin{equation*}
\Delta t_{1}:=t_{2}-t_{1}=\min \left\{\frac{1}{2} \widetilde{k} t_{1}, \frac{1}{4\left(K_{\varphi, \psi}+1\right)}, \frac{1}{2(c(R) R+m(R))}\right\} \tag{6.5}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\left|\left(\Phi_{1}^{1} U_{2}-\Phi_{1}^{1} U_{1}\right)(x, t)\right| \leq \frac{1}{2}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)}, \quad(x, t) \in D_{1 ; t_{1}, t_{2}} \tag{6.6}
\end{equation*}
$$

The estimates, analogous to (6.6) are likewise valid for the operators

$$
\left(\Phi_{2}^{1} U\right)(P):=-\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u^{3}\left(Q_{\tau}\right)\right)\left(u^{1}\left(Q_{\tau}\right)+u^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(Q_{\tau}\right) d \tau+\psi\left(x+t-t_{1}\right)+\varphi^{\prime}\left(x+t-t_{1}\right)
$$

and

$$
\left(\Phi_{3}^{1} U\right)(P):=\int_{t_{1}}^{t} u^{1}\left(Q_{\tau}\right) d \tau+\varphi\left(x+t-t_{1}\right)
$$

from (6.2), namely,

$$
\begin{equation*}
\left|\left(\Phi_{i}^{1} U_{2}-\Phi_{i}^{1} U_{1}\right)(x, t)\right| \leq \frac{1}{2}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)}, \quad(x, t) \in D_{1 ; t_{1}, t_{2}}, \quad i=2,3 \tag{6.7}
\end{equation*}
$$

The same reasonings in the case (6.5) result in the following estimates:

$$
\begin{equation*}
\left|\left(\Phi_{j}^{i} U_{2}-\Phi_{j}^{i} U_{1}\right)(x, t)\right| \leq \frac{1}{2}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{i ; t_{1}, t_{2}}\right)}, \quad(x, t) \in D_{i ; t_{1}, t_{2}}, \quad i=2,3 ; \quad j=1,2,3 \tag{6.8}
\end{equation*}
$$

Bearing in mind (6.1), (6.2), (6.5)-(6.8), the estimate

$$
\begin{equation*}
\left\|\Phi U_{2}-\Phi U_{1}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq \frac{1}{2}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}, \quad(x, t) \in D_{t_{1}, t_{2}} \tag{6.9}
\end{equation*}
$$

holds.
Thus, in the case (6.5), by virtue of (6.4), (6.9) and theorem on the contracted mapping it follows that the system (6.1) in the class $C\left(\bar{D}_{t_{1}, t_{2}}\right)$ is solvable, and hence the following lemma is valid.

Lemma 6.1. The problem (1.1), (1.3), (1.4) has a unique solution of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$ if the condition (6.5) is fulfilled.

Let $t_{1}=T_{1}<T$, where $T_{1}$ is taken from Theorem 3.1 when the problem $(1.1),(1.2)$ has a unique generalized solution of the class $C^{1}$ in the triangular domain $D_{T_{1}}$.

We take a natural number $n$ so large that the inequality

$$
\begin{equation*}
\frac{T-T_{1}}{n}<\frac{1}{2} \widetilde{k} T_{1} \tag{6.10}
\end{equation*}
$$

holds.
Accordingly, we divide the interval $\left[T_{1}, T\right]$ into $n$ equal segments $\left[T_{1}, T_{2}\right],\left[T_{2}, T_{3}\right], \ldots,\left[T_{n}, T_{n+1}\right]$ of the same length $\Delta:=\frac{T-T_{1}}{n}$.

In the domain $D_{T_{1}, T_{2}}$, consider the problem (1.1), (1.3), (1.4) in which as the initial functions $\varphi$ and $\psi$ we take traces of the solution $u$ and its derivative $u_{t}$ of the problem (1.1), (1.2) in the domain $D_{T_{1}}$ on the interval $\omega_{T_{1}}$. In view of (6.10), the condition (4.16) of Lemma 4.2 is fulfilled, and hence we have the following a priori estimate

$$
\begin{equation*}
\|u\|_{C^{1}\left(\bar{D}_{T_{1}, T_{2}}\right)} \leq L_{1}:=\left(2 T\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{T_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{T_{1}}\right)}\right) \exp \left[2\left(K_{\varphi, \psi}+1\right) T\right] . \tag{6.11}
\end{equation*}
$$

Remark 6.2. From the definition of the value $K=K(s), s \geq 0$ it is easy to see that it is the nondecreasing function with respect to the variable $s$.

Remark 6.3. It is not difficult to see that by virtue of (6.11) and (4.17), if $u$ is a solution of the problem (1.1), (1.3), (1.4) of the class $C^{1}$ in the domain $D_{T_{1}, T_{2}}$, then the estimate

$$
\begin{equation*}
\left\|\left.u\right|_{t=\tau}\right\|_{C^{1}\left(\bar{\omega}_{\tau}\right)}+\left\|\left.u_{t}\right|_{t=\tau}\right\|_{C\left(\bar{\omega}_{\tau}\right)} \leq 2 L_{1} \forall \tau \in\left[T_{1}, T_{2}\right] \tag{6.12}
\end{equation*}
$$

is valid, and hence
$K_{\varphi_{\tau}, \psi_{\tau}}=K\left(\|f\|_{C\left(\bar{D}_{T}\right)}+\left\|\left.u\right|_{t=\tau}\right\|_{C^{1}\left(\bar{\omega}_{\tau}\right)}+\left\|\left.u_{t}\right|_{t=\tau}\right\|_{C\left(\bar{\omega}_{\tau}\right)}\right) \leq K\left(\|f\|_{C\left(\bar{D}_{T}\right)}+2 L_{1}\right) \forall \tau \in\left[T_{1}, T_{2}\right]$.
By Lemma 6.1, in view of (6.5) and (6.13), for the value $\Delta t_{1}$ for which there exists the unique solution of the problem $(1.1),(1.3),(1.4)$ of the class $C^{1}$ in the domain $D_{T_{1}, t_{2}}$, where $t_{2}=T_{1}+\Delta t_{1}$, the following lower bound

$$
\begin{equation*}
\Delta t_{1} \geq \min \left\{\frac{1}{2} \widetilde{k} t_{1}, \frac{1}{4\left(K\left(\|f\|_{C\left(\bar{D}_{T}\right)}+2 L_{1}\right)+1\right)}, \frac{1}{2(c(R) R+m(R))}\right\} \tag{6.14}
\end{equation*}
$$

is valid.
Continuing this process of constructing a local solution of the problem (1.1), (1.3), (1.4) in the domains $D_{t_{i-1}, t_{i}}$, by (6.14), for the length $\Delta t_{i}$ of the interval $\left[t_{i-1}, t_{i}\right]$, independently on the step number $i$, there exists the natural number $i_{0}$ such that $t_{i_{0}} \geq t_{2}$. This latter means that the problem (1.1), (1.3), (1.4) has the unique solution in the domain $D_{T_{1}, T_{2}}$. The same process, owing to the estimate (6.14), allows one to construct step by step a unique solution of the problem (1.1), (1.3), (1.4) in the domains $D_{T_{2}, T_{3}}, \ldots, D_{T_{n}, T_{n+1}}$, and since $T_{n+1}=T$, this proves the existence of a generalized solution of the problem (1.1), (1.2) in the domain $D_{T}$.

Thus the following theorem is valid.
Theorem 6.1. Let $f \in C\left(\bar{D}_{T}\right), g \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$ and the conditions (3.5) and (4.4) be fulfilled. Then the problem (1.1), (1.2) has a unique generalized solution of the class $C^{1}$ in the domain $D_{T}$.
Remark 6.4. From Theorem 6.1 we arrive at the global solvability of the problem (1.1), (1.2) in the sense of Definition 1.3.

## 7. The Case of Nonexistence of a Global Solution of the Problem (1.1), (1.2)

Below, we will show that violation of the condition (4.4) may result in the nonexistence of global solvability of the problem (1.1), (1.2) in the sense of Definition 1.3 . To simplify our exposition, we consider the case $\widetilde{k}=1$, i.e., when $\widetilde{\gamma}_{1, T}$ is the characteristic of the equation (1.1). Indeed, let $g(x, t, s)=-|s|^{\alpha} s, s \in \mathbb{R}$ and the nonlinearity exponent $\alpha>-1$.
Lemma 7.1. Let $u$ be a strong generalized solution of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$ in the sense of Definition 1.1. Then the following integral equality

$$
\begin{equation*}
\int_{D_{T}} u \square \varphi d x d t=\int_{D_{T}}|u|^{\alpha} u u_{t} \varphi d x d t+\int_{D_{T}} f \varphi d x d t \tag{7.1}
\end{equation*}
$$

is valid for any function $\varphi$ such that

$$
\begin{equation*}
\varphi \in C^{2}\left(\bar{D}_{T}\right),\left.\varphi\right|_{\widetilde{\gamma}_{3, T}}=0,\left.\quad \varphi_{t}\right|_{\tilde{\gamma}_{3}, T}=0,\left.\quad \varphi_{x}\right|_{\tilde{\gamma}_{2}, T}=0 . \tag{7.2}
\end{equation*}
$$

Proof. According to the definition of a strong generalized solution $u$ of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$, the function $u \in C^{1}\left(\bar{D}_{T}\right)$ and there exists the sequence of functions $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{T}, \widetilde{\Gamma}_{T}\right)$ such that the equalities

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{C^{1}\left(\bar{D}_{T}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|L u_{n}-f\right\|_{C\left(\bar{D}_{T}\right)}=0 \tag{7.3}
\end{equation*}
$$

are valid.
Assume $f_{n}:=L u_{n}$. We multiply both parts of the equality $L u_{n}=f_{n}$ by the function $\varphi$ and integrate the obtained equality with respect to the domain $D_{T}$. As a result of integration by parts of the left part of that equality, in view of (7.2) and the conditions (1.2), we obtain

$$
\int_{D_{T}} u_{n} \square \varphi d x d t=\int_{D_{T}}\left|u_{n}\right|^{\alpha} u_{n} u_{n t} \varphi d x d t+\int_{D_{T}} f_{n} \varphi d x d t
$$

Passing in this equality to the limit, as $n \rightarrow \infty$, owing to (7.3), we obtain (7.1).

Below, the use will be made of the test functions method (see, e.g., [19, pp. 10-12]). We introduce into consideration the function $\varphi^{0}:=\varphi^{0}(x, t)$ such that

$$
\begin{equation*}
\varphi^{0} \in C^{2}\left(\bar{D}_{\infty}\right), \quad \varphi^{0}+\varphi_{t}^{0} \leq 0,\left.\quad \varphi^{0}\right|_{D_{T=1}}>0,\left.\quad \varphi_{x}^{0}\right|_{\tilde{\gamma}_{2, \infty}}=0,\left.\quad \varphi^{0}\right|_{t \geq 1}=0 \tag{7.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa_{0}:=\int_{D_{T=1}} \frac{\left|\square \varphi^{0}\right|^{p^{\prime}}}{\left|\varphi^{0}\right| p^{p^{\prime}-1}} d x d t<+\infty, \quad p^{\prime}=\frac{\alpha+2}{\alpha+1} . \tag{7.5}
\end{equation*}
$$

It can be easily verified that in the capacity of the function $\varphi^{0}$ satisfying the conditions (7.4) and (7.5), we can take the function

$$
\varphi^{0}(x, t)= \begin{cases}{[x(1-t)]^{n},} & (x, t) \in D_{T=1} \\ 0, & t \geq 1\end{cases}
$$

for a sufficiently large positive $n$.
Put $\varphi_{T}(x, t):=\varphi^{0}\left(\frac{x}{T}, \frac{t}{T}\right), T>0$. By virtue of (7.4), it can be easily seen that

$$
\begin{equation*}
\varphi_{T} \in C^{2}\left(\bar{D}_{T}\right), \varphi_{T}+T \frac{\partial \varphi_{T}}{\partial t} \leq 0,\left.\varphi_{T}\right|_{D_{T}}>0,\left.\quad \frac{\partial \varphi_{T}}{\partial x}\right|_{\widetilde{\gamma}_{2, T}}=0,\left.\varphi_{T}\right|_{\widetilde{\gamma}_{3}, T}=0,\left.\quad \frac{\partial \varphi_{T}}{\partial t}\right|_{\widetilde{\gamma}_{3, T}}=0 . \tag{7.6}
\end{equation*}
$$

Given $f$, we consider the function

$$
\begin{equation*}
\zeta(T):=\int_{D_{T}} f \varphi_{T} d x d t, \quad T>0 \tag{7.7}
\end{equation*}
$$

The following theorem on the nonexistence of global solvability of the problem (1.1), (1.2) holds.
Theorem 7.1. Let $g(x, t, s)=-|s|^{\alpha} s, s \in \mathbb{R}, \alpha>-1, f \in C\left(\bar{D}_{\infty}\right)$, and $f \geq 0$ in the domain $D_{\infty}$. Then if

$$
\begin{equation*}
\liminf _{T \rightarrow+\infty} \zeta(T)>0 \tag{7.8}
\end{equation*}
$$

there exists the positive number $T^{*}:=T^{*}(f)$ such that for $T>T^{*}$ the problem (1.1), (1.2) fails to have a strong generalized solution $u$ of the class $C^{1}$ in the domain $D_{T}$.

Proof. Suppose that in the conditions of this theorem there exists a strong generalized solution $u$ of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$. Then by Lemma 7.1, there is the equality (7.1) in which, due to (7.6), in the capacity of the function $\varphi$ is taken the function $\varphi=\varphi_{T}$, i.e.,

$$
\begin{equation*}
\int_{D_{T}} u \square \varphi_{T} d x d t=\int_{D_{T}}|u|^{\alpha} u u_{t} \varphi_{T} d x d t+\int_{D_{T}} f \varphi_{T} d x d t \tag{7.9}
\end{equation*}
$$

Taking into account (1.2) and (7.6), we have

$$
\begin{aligned}
\int_{D_{T}}|u|^{\alpha} u u_{t} \varphi_{T} d x d t=\frac{1}{\alpha+2} \int_{D_{T}} \varphi_{T} & \frac{\partial}{\partial t}|u|^{\alpha+2} d x d t \\
& =-\frac{1}{\alpha+2} \int_{D_{T}}|u|^{\alpha+2} \frac{\partial \varphi_{T}}{\partial t} d x d t \geq \frac{1}{(\alpha+2) T} \int_{D_{T}}|u|^{\alpha+2} \varphi_{T} d x d t
\end{aligned}
$$

Hence by (7.7), it follows from (7.9) that

$$
\begin{equation*}
\frac{1}{p T} \int_{D_{T}}|u|^{p} \varphi_{T} d x d t \leq \int_{D_{T}} u \square \varphi_{T} d x d t-\zeta(T), \quad p:=\alpha+2>1 \tag{7.10}
\end{equation*}
$$

If in the Young's inequality with parameter $\varepsilon>0$

$$
a b \leq \frac{\varepsilon}{p} a^{p}+\frac{1}{p^{\prime} \varepsilon^{p^{\prime}-1}} b^{p^{\prime}} ; a, b \geq 0, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1, \quad p>1
$$

we take $a=|u| \varphi_{T}^{\frac{1}{p}}, b=\frac{\left|\square \varphi_{T}\right|}{\varphi_{T}^{\frac{1}{p}}}, \varepsilon=\frac{1}{T}$, then in view of the fact that $\frac{p^{\prime}}{p}=p^{\prime}-1$, we obtain

$$
\left|u \square \varphi_{T}\right|=|u| \varphi_{T}^{\frac{1}{p}} \frac{\left|\square \varphi_{T}\right|}{\varphi_{T}^{\frac{1}{p}}} \leq \frac{1}{p T}|u|^{p} \varphi_{T}+\frac{T^{p^{\prime}-1}}{p^{\prime}} \frac{\left|\square \varphi_{T}\right|^{p^{\prime}}}{\varphi_{T}^{p^{\prime}-1}} .
$$

By virtue of (7.10) and the last inequality, we have

$$
\begin{equation*}
0 \leq \frac{T^{p^{\prime}-1}}{p^{\prime}} \int_{D_{T}} \frac{\left|\square \varphi_{T}\right|^{p^{\prime}}}{\varphi_{T}^{p^{\prime}-1}} d x d t-\zeta(T) \tag{7.11}
\end{equation*}
$$

Since $\varphi_{T}(x, t):=\varphi^{0}\left(\frac{x}{T}, \frac{t}{T}\right)$, in view of (7.4), (7.5), after the change of variables $x=T x_{1}, t=T t_{1}$, it can be easily verified that

$$
\int_{D_{T}} \frac{\left|\square \varphi_{T}\right|^{p^{\prime}}}{\varphi_{T}^{p^{\prime}-1}} d x d t=\frac{1}{T^{2\left(p^{\prime}-1\right)}} \int_{D_{T=1}} \frac{\left|\square \varphi^{0}\right|^{p^{\prime}}}{\left|\varphi^{0}\right|^{p^{\prime}-1}} d x_{1} d t_{1}=\frac{\kappa_{0}}{T^{2\left(p^{\prime}-1\right)}} .
$$

Hence, bearing in mind (7.11), we obtain

$$
\begin{equation*}
0 \leq \frac{\kappa_{0}}{p^{\prime} T^{p^{\prime}-1}}-\zeta(T) \tag{7.12}
\end{equation*}
$$

Since $p^{\prime}=\frac{p}{p-1}>1$, by virtue of (7.5), we have

$$
\lim _{T \rightarrow+\infty} \frac{\kappa_{0}}{p^{\prime} T^{p^{\prime}-1}}=0
$$

Therefore, owing to (7.8), there exists the positive number $T^{*}:=T^{*}(f)$ such that for $T>T^{*}$, the right-hand side of the inequality (7.12) is negative, whereas the left-hand side equals zero. The obtained contradiction shows that if $u$ is a strong generalized solution of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$, then necessarily $T \leq T^{*}$, which proves Theorem 7.1.

Remark 7.1. It is easy to check that if $f \in C\left(\bar{D}_{\infty}\right), f \geq 0$, and $f(x, t) \geq c t^{-m}$ for $t \geq 1$, where $c=$ const $>0,0 \leq m=$ const $\leq 2$, then the condition (7.8) is fulfilled and hence for $g=-|s|^{\alpha} s, s \in \mathbb{R}$, $\alpha>-1$ the problem (1.1), (1.2) for sufficiently large $T$ fails to have a strong generalized solution $u$ of the class $C^{1}$ in the domain $D_{T}$.

Indeed, introducing in (7.7)the transformation of independent variables $x$ and $t$ by formula $x=T x_{1}$, $t=T t_{1}$, after simple transformations we will have

$$
\begin{aligned}
\zeta(T) & =T^{2} \int_{D_{T=1}} f\left(T x_{1}, T t_{1}\right) \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1} \\
& \geq c T^{2-m} \int_{D_{T=1} \cap\left\{t_{1} \geq T^{-1}\right\}} t_{1}^{-m} \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1}+T^{2} \int_{D_{T=1} \cap\left\{t_{1}<T^{-1}\right\}} f\left(T x_{1}, T t_{1}\right) \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1}
\end{aligned}
$$

in the assumption that $T>1$. Further, let $T_{1}>1$ be an arbitrary fixed number. Then from the last inequality, when $T \geq T_{1}>1$, for the function $\zeta$ we have

$$
\zeta(T) \geq c T^{2-m} \int_{D_{T=1} \cap\left\{t_{1} \geq T^{-1}\right\}} t_{1}^{-m} \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1} \geq c \int_{D_{T=1} \cap\left\{t_{1} \geq T_{1}^{-1}\right\}} t_{1}^{-m} \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1}
$$

which immediately results in the validity of (7.8).
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