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Abstract. The purpose of the present research is to investigate the
Fredholm criteria for the Prandtl-type integro-differential equation with
piecewise-continuous coefficients in the Bessel potential spaces Hs

p(R).
We reduce the integro-differential equations to an equivalent system of

Mellin type convolution equation. Applying the recent results to Mellin
convolution equations with meromorphic kernels in Bessel potential spaces
obtained by V. Didenko & R. Duduchava [3] and R. Duduchava [9], the
Fredholm criteria (and in some cases, the unique solvability criteria) of the
above-mentioned integro-differential equations are obtained.
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ÒÄÆÉÖÌÄ. ßÉÍÀÌÃÄÁÀÒÄ ÓÔÀÔÉÉÓ ÌÉÆÀÍÉÀ ÂÀÌÏÉÊÅËÉÏÓ ×ÒÄÃäÏË-
ÌÖÒÏÁÉÓ ÊÒÉÔÄÒÉÖÌÉ ÐÒÀÍÃÔËÉÓ ÔÉÐÉÓ ÉÍÔÄÂÒÏ-ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ
ÂÀÍÔÏËÄÁÉÓÀÈÅÉÓ ÖÁÀÍ-ÖÁÀÍ ÖßÚÅÄÔÉ ÊÏÄ×ÉÝÉÄÍÔÄÁÉÈ ÁÄÓÄËÉÓ ÐÏ-
ÔÄÍÝÉÀËÈÀ ÓÉÅÒÝÄÛÉ Hs

p(R). ÂÀÌÏÓÀÊÅËÄÅÉ ÉÍÔÄÂÒÏ-ÃÉ×ÄÒÄÍÝÉÀ-
ËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓ ÓÉÓÔÄÌÀ ÃÀÉÚÅÀÍÄÁÀ ÄØÅÉÅÀËÄÍÔÖÒ ÌÄËÉÍÉÓ
ÊÏÍÅÏËÖÝÉÉÓ ÔÉÐÉÓ ÓÉÓÔÄÌÀÆÄ, ÒÏÌËÉÓÈÅÉÓÀÝ ÂÀÌÏÚÄÍÄÁÀ Å. ÃÉ-
ÃÄÍÊÏÓ, Ò. ÃÖÃÖÜÀÅÀÓ [3] ÃÀ Ò. ÃÖÃÖÜÀÅÀÓ [9] ÌÉÄÒ ÁÏËÏ ÃÒÏÓ
ÌÉÙÄÁÖËÉ ÛÄÃÄÂÄÁÉ ÌÄËÉÍÉÓ ÊÏÍÅÏËÖÝÉÉÓ ÔÉÐÉÓ ÂÀÍÔÏËÄÁÄÁÉÓÀ-
ÈÅÉÓ ÌÄÒÏÌÏÒ×ÖËÉ ÁÉÒÈÅÄÁÉÈ ÁÄÓÄËÉÓ ÐÏÔÄÍÝÉÀÈÀ ÓÉÅÒÝÄÄÁÛÉ,
ÓÀÃÀÝ ÃÀÃÂÄÍÉËÉÀ ×ÒÄÃäÏËÌÖÒÏÁÉÓ (ÃÀ, ÒÉÂ ÛÄÌÈáÅÄÅÄÁÛÉ, ÄÒ-
ÈÀÃÄÒÈÉ ÀÌÏáÓÍÀÃÏÁÉÓ) ÊÒÉÔÄÒÉÖÌÄÁÉ ÆÄÌÏÈ áÓÄÍÄÁÖËÉ ÉÍÔÄÂÒÏ-
ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓÀÈÅÉÓ.
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Introduction and the Formulation of the Main Theorem

We study the following integro-differential equation in the Bessel poten-
tial space setting

φ(t)− a(t)

π

∫
R

φ′(τ)

τ − t
dτ = f(t), (1)

φ ∈ Hs
p(R), φ(0) = 0, f ∈ Hs−1

p (R),
1

p
< s < 1 +

1

p
, 1 < p <∞,

where a(t) is a piecewise-constant coefficient: a(t) = a− for t < 0 and
a(t) = a+ for t > 0. Such boundary integral equations occur as an equiva-
lent reformulation of many problems in the classical two-dimensional elas-
ticity (stringers attached to plates, rigid inclusions in elastic plates, stamps
applied to elastic plates etc., see [16]) in aerodynamics (airfoil equation)
and in many other problems. In Section 1 we expose an example from Sec-
tion 6, [18], where the model initial stringer problem was considered and
solved in a spaceless setting by a somewhat different method, namely by the
method of complex analysis. We endow the example with the non-classical
setting when the displacement vector u + iv is sought in the Bessel poten-
tial space Hs+1/p

p and the stresses σx, σy, τxy belong to the Bessel potential
space Hs+1/p−1

p .
Based on the investigations from [3,9], in Section 4 is defined the symbol

As
p(ω) of the equation (1), which is a continuous 2 × 2 matrix-function on

the infinite rectangle R. For an elliptic symbol inf
ω∈R

|detAs
p(ω)| ≠ 0, the

increment of the argument 1
2π arg detAs

p(ω) is an integer and called the
index ind detAs

p. The following theorem is the main result for the equation
(1) in the present paper.

Theorem 0.1. Let, 1 < p <∞, −1 6 s 6 1, a± ∈ C.
The equation (1) is Fredholm if and only if the following two conditions

hold:
(i) The coefficients a± are not negative reals: a± ∈ C \ R−, R− :=

(−∞, 0];
(ii) The parameters p and s are not the solutions to the following tran-

scendental equation:

cos2 π
p

sin2 π

(
1

p
+ s

)
− sin2 π

p
= 0. (2)

If the conditions i and ii hold and 1 < p < 4, then the equation (1) has
a unique solution for all 1 < p < 4 and arbitrary −1 6 s 6 1.

If the conditions i and ii hold and 4 6 p < ∞, then the transcendental
equation (2) has two pairs of solutions {p, sp} and {p, sp−1}, where sp > 0,
sp − 1 < 0. Then the equation (1) has

(i) a unique solution for all sp − 1 < s < sp;



48 R. Duduchava and T. Tsutsunava

(ii) a unique solution for all right-hand sides which are orthogonal to
the solution of the dual homogeneous equation for all sp < s 6 1
(the equation has index −1);

(iii) a non-unique solution for all right-hand sides provided −1 6 s <
sp − 1; the homogeneous equation has one linearly independent so-
lution (the equation has index 1).

The same method which we use in the present paper, applies also to the
equations with complex conjugated unknown functions

a1(x)φ(x) + a2(x)φ
′(x) + a3(x)φ(x) + a4(x)φ′(x)

+
a5(x)

πi

∫
Γ

φ(t)

t− x
dt+

a6(x)

π

∫
Γ

φ′(t)

t− x
dt+

a7(x)

πi

∫
Γ

φ(t)

t− x
dt

+
a8(x)

π

∫
Γ

φ′(t)

t− x
dt+

a9(x)

πi

∫
Γ

φ(t)

t− x
dt

+
a10(x)

π

∫
Γ

φ′(t)

t− x
dt = f(x), x ∈ Γ, (3)

φ ∈ H1
p(Γ), f ∈ Lp(Γ), aj ∈ PC(Γ), j = 1, . . . , 10,

where Γ is a union of smooth curves, open or closed, including infinite
beams (e.g. R). Such equations occur in many problems of elasticity (see
e.g. [6–8,17]).

For the investigation of equation (1) on R we first convert it into a system
of Mellin convolution equations with constant coefficients on the semi-axes
R+. Then the results on Mellin convolution equations in the Bessel potential
spaces (see [3,9]) are applied and provide the criteria for the initial equation
to have the Fredholm property and write formula for the index.

For the investigation of equation (3) first a quasi-localization is applied,
which assigns to it at each point t ∈ Γ the same equation, but either on
the axes R with piecewise constant coefficients, which have jumps only at 0,
or on the beam R+ with constant coefficients (“freezing coefficients” at the
localization points; see details in [1, 2, 4, 15]). The obtained equations are
investigated just as in the case of equation (1). It is proved that equation
(3) is Fredholm one, if and only if all local equations are Fredholm (the local
and global Fredholmness for the localized equations coincide).

The details of this investigation will be available in a forthcoming publi-
cation.

The present paper is organized as follows: in Section 1 we describe the
stringer problem which leads to the integro-differential equation (1) we are
going to investigate. In Section 2 we observe Fourier convolution operators
in the Bessel potential spaces. The key result on commutants of the Mellin
convolution operators and Bessel potentials is represented in Section 3. In
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the Section 4 we investigate integro-differential equation (1) in the Bessel
potential space Bs

p(R) and prove the key results, including Theorem 0.1.

1. The Integro-Differential Equation of the Stringer Problem

In the present section we expose some details how the Prandtl-type equa-
tion (1) is derived as an equivalent boundary integral equation for a model
stringer problem. The procedure is very well described in the literature and
we only expose some details to show in which space is it correct to look for
a solution of a boundary integral equation. In foregoing papers the space
where solution belongs was either ignored (see e.g. [16, 18]), or a solution
was sought in the Lebesgue space Lp (see e.g. [6–8]). It should be noted here
that the Fredholm property of equation (1) might be essentially different in
Lebesgue and Bessel potential spaces (see [3, 9] and Section 3 below).

Suppose a piecewise homogenous thin elastic plate, consisting of two
semi-infinite parts occupy the upper Im z > 0 and the lower Im z < 0
complex half-planes of the variable z = x + iy. It is reinforced along the
junction line y = 0. A piecewise homogenous infinite elastic stringer consists
of two semi-infinite bars x > 0 and x < 0, joined to one another and
having elastic moduli E− and E+ and small cross sections S− and S+,
respectively. The plates have thicknesses h−, h+, Poisson’s ratios ν−, ν+
and share moduli µ−, µ+. Here and below the subscript + corresponds
to the plate occupying the upper half-plane Im z > 0 and the subscript
− corresponds to the plate occupying the lower half-plane Im z < 0. The
plates are joined so that their middle surfaces are identical. The stringer is
attached ideally rigidly to the plates and symmetrically both with respect
to the junction line of the plates and with respect to their middle surfaces.
Problem S: Find complex potentials that describe the stress state of the
plates and the contact stresses under the stringer.

To write the corresponding boundary integral equation we follow [18] and
apply the complex potentials.

First, we write the equilibrium equations in the interval [x, x+∆x] :

N(x+∆x)−N(x) +
[
h−τ

+
xy(x)− h− + τ−xy(x)

]
∆x = 0, (4)[

h−σ
+
xy(x)− h− + σ−

xy(x)
]
∆x = 0.

After dividing both sides by ∆x and taking the limit as ∆x→ 0, we obtain
N ′(x) + h−τ

+
xy(x)− h− + τ−xy(x) = 0, h−σ

+
y (x)− h− + σ−

y (x) = 0, (5)
where N is the normal stress in the stringer calculated for the entire thick-
ness of the stringer, τ−xy and σ+

xy are the share and normal stresses in the
plates calculated per unit thickness of the plates. N(x) = E−S−ε(x) at
x > 0 and N(x) = E+S+ε(x) at x < 0. The stringer is rigidly attached
to the plates. Within the model adopted, this is taken into account by
equating the displacement vector u + iv of points in the stringer and the
displacement vectors (u+ iv)+ and (u+ iv)− of the corresponding points in



50 R. Duduchava and T. Tsutsunava

the upper and lower plates on the line y = 0. Thus, we obtain the following
system of boundary conditions:

A(x)u′′(x)+h−τ
+
xy(x)−h−+τ−xy(x)=0, h−σ

+
y (x)−h−+σ−

y (x)=0,

(u+ iv)(x) = (u+ iv)−(x) = (u+ iv)+(x), x ∈ R \ {0},
(6)

where A(x) = E−S− for x < 0 and A(x) = E+S+ for x > 0. Conditions (6)
must be supplemented with the equilibrium condition of the stringer

∞∫
−∞

[
h−τ

+
xy(x)− h− + τ−xy(x)

]
dx+ P∞ = 0.

It is natural to look for a weak solution. Namely, in the classical setting
the displacement vector u + iv belongs to the Sobolev (energy) space H1

and the stresses σx, σy, τxy, which are compiled of the partial derivatives
of the displacement vector u+ iv in the plates with respect to the variable
x in the Hilbert space L2:

u+ iv ∈ H1(C− ∪ C+), σx, σy, τx,y ∈ L2(C), (7)

where C− denotes the lower and C+ the upper complex half-planes.
The displacement vector u+ iv and the stresses σx, σy, τxy are found by

means of the Kolosov–Muskhelishvili’s formulae
σx(z) + σy(z) = 4ReΦ±(z),

σy(z)− iτxy(z) = Φ±(z)− Φ±(z) + (z − z)Φ±(z),

2µ±
d

dx

[
u(z) + iv(z)

]
= Φ±(z)− Φ±(z) + (z − z)Φ±(z), ± Im z>0,

Φ±(z) =

{
Φ+

±(z), Im z > 0,

Φ−
±(z), Im z < 0,

µ± =
3− ν±
1 + ν±

,

(8)

where Φ±(z) are piecewise holomorphic functions (complex potentials) with
a line of discontinuity along the real axis and they vanish at infinity. Based
on the representation of the potentials as the Cauchy integrals,

Φ+
−(z)=

1

2π(1+δκ−)

∞∫
−∞

g(t)

t− z
dt, Φ−

−(z)=
κ+

2π(κ++δ)

∞∫
−∞

g(t)

t− z
dt, (9)

for the unknown density we derive the following equation from (8):

g(x)− a(x)

π

d

dx

∞∫
−∞

g(t)

t− x
dt = g(x)− a(x)

π

∞∫
−∞

g′(t)

t− x
dt = 0, (10)

g ∈ H− 1
2 (R), x ∈ R
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(see [18, Section 6] for details), where

δ =
h+µ+

h−µ−
, g(x) =

A(x)

2h−µ−

d

dx
Re

[
κ−Φ

+
−(x) + Φ−

−(x)
]
,

a(x)=a± for ± x>0, a± :=
E±S±

4h+µ+

κ+(κ−+δ)+κ−(1+κ+δ)

(κ++δ)(1+κ+δ)
>0.

(11)

Equation (10) coincides with (1) and in the classical setting (7) due to
the Kolosov–Muskhelishvili’s formulae (8), we have Φ± ∈ L2(C±). Then,
due to the representation formulae (9), the unknown function g in equation
(11) has to be found in the trace space

g ∈ H−1/2(R). (12)
In the non-classical setting,

u+ iv ∈ Hs
p(C− ∪ C+), σx, σy, τx,y ∈ Hs−1

p (C), 1 < p <∞, s >
1

p
(13)

(we should impose the constraint s > 1/p to ensure the existence of the trace
(u + iv)+ on the boundary), the integral equation (11) has to be solved in
the trace space

g ∈ Hs−1/p−1
p (R). (14)

2. Fourier Convolution Operators in the Bessel Potential
Spaces Hs

p(R+)

To formulate the next theorem we need to introduce the Fourier convo-
lution and Bessel potential operators.

Let a ∈ L∞,loc(R) be a locally bounded m × m matrix function. The
Fourier convolution operator (FCO) with the symbol a is defined by

W 0
a := F−1aF . (15)

Here
Fu(ξ) :=

∫
Rn

eiξxu(x) dx, ξ ∈ Rn. (16)

is the Fourier transformation and

F−1v(ξ) :=
1

(2π)n

∫
Rn

e−iξxv(ξ) dξ, x ∈ Rn. (17)

is its inverse transformation. If the operator
W 0

a : Hs
p(R) −→ Hs−r

p (R) (18)
is bounded, we say that a is an Lp-multiplier of order r and use “Lp-mul-
tiplier” if the order is 0. The set of all Lp-multipliers of order r (of order 0)
is denoted by Mr

p(R) (by Mp(R), respectively). Let

M̃r
p(R) :=

∩
p−ε<q<p+ε

Mr
q(R), M̃p(R) :=

∩
p−ε<q<p+ε

Mq(R).
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For an Lp-multiplier of order r, a ∈ Mr
p(R), the Fourier convolution

operator (FCO) on the semi-axis R+ is defined by the equality

Wa = r+W
0
a : H̃s

p(R+) −→ Hs−r
p (R+), (19)

where r+ := rR+ : Hs
p(R) −→ Hs

p(R+) is the restriction operator to the
semi-axes R+.

We did not use in the definition of the class of multipliers Mr
p(R) the

parameter s ∈ R. This is due to the fact that Mr
p(R) is independent of s:

if the operator Wa in (19) is bounded for some s ∈ R, it is bounded for all
other values of s.

Another definition of the multiplier class Mr
p(R) is written as follows: a ∈

Mr
p(R) if and only if λ−ra ∈ Mp(R) = M0

p(R), where λr(ξ) := (1+ |ξ|2)r/2.
This assertion is one of the consequences of Theorem 2.1 below.

The Bessel potential operators are defined as follows:

Λr
γ =W 0

λr
γ
: H̃s

p(R+) −→ H̃s−r
p (R+),

Λr
−γ = r+W

0
λr
−γ
ℓ : Hs

p(R+) −→ Hs−r
p (R+),

λr±γ(ξ) := (ξ ± γ)r, ξ ∈ R, Im γ > 0,

(20)

and they arrange isomorphisms of the corresponding spaces (see [6,9]). Here,
ℓ : Hs

p(R+) −→ Hs
p(R) is some extension operator and the final result is

independent of the choice of an extension ℓ (we did not needed the extension
operator in (19), since the space H̃s

p(R+) is automatically embedded in
Hs

p(R) by extending the functions with 0).

Theorem 2.1. Let 1 < p <∞. Then
1. For any r, s ∈ R, γ ∈ C, Im γ > 0 the convolution operators

Λr
γ =Wλr

γ
: H̃s

p(R+) −→ H̃s−r
p (R+),

Λr
−γ = r+W

0
λr
−γ
ℓ : Hs

p(R+) −→ Hs−r
p (R+),

λr±γ(ξ) := (ξ ± γ)r, ξ ∈ R, Im γ > 0,

(21)

arrange isomorphisms of the corresponding spaces (see [6,14]). Here,
ℓ : Hs

p(R+) −→ Hs
p(R) is some extension operator and the final result

is independent of the choice of an extension ℓ. r+ is the restriction
from the axes R to the semi-axes R+.

2. For any operator A : H̃s
p(R+) −→ Hs−r

p (R+) of order r, the follo-
wing diagram is commutative

H̃s
p(R+)

A //

Λ−s
γ

��

Hs−r
p (R+)

Ls−r
−γ

��
Lp(R+)

Λs−r
−γ AΛ−s

γ

// Lp(R+)

. (22)
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Diagram (22) provides an equivalent lifting of the operator A of
order r to the operator Λs−r

−γ AΛ−s
γ : Lp(R+) −→ Lp(R+) of order 0.

3. For any bounded convolution operator Wa : Hs
p(R+) −→ Hs−r

p (R+)
of order r and for any pair of complex numbers γ1, γ2 such that
Im γj > 0, j = 1, 2, the lifted operator

Λµ
−γ1

WaΛ
ν
γ2

=Waµ,ν : Hs+ν
p (R+) −→ Hs−r−µ

p (R+),

aµ,ν(ξ) := (ξ − γ1)
µa(ξ)(ξ + γ2)

ν (23)

is again a Fourier convolution.
In particular, the lifted operator Was−r,−s = Λs−r

−γ WaΛ
−s
γ :

Lp(R+) −→ Lp(R+) has the symbol

as−r,−s(ξ) = λs−r
−γ (ξ)a(ξ)λ−s

γ (ξ) =
(ξ − γ

ξ + γ

)s−r a(ξ)

(ξ + i)r
.

Remark 2.2. For any pair of multipliers a ∈ Mr
p(R), b ∈ Ms

p(R) the corre-
sponding convolution operators on the axes W 0

a and W 0
b have the property

W 0
aW

0
b =W 0

bW
0
a =W 0

ab.
For the corresponding Wiener–Hopf operators on the half-axes a similar

equality
WaWb =Wab (24)

holds if and only if either the function a(ξ) has an analytic extension in the
lower half-plane, or the function b(ξ) has an analytic extension in the upper
half-plane (see [6]).

Note that actually (23) is a consequence of (24).

Let
•
R := R∪{∞} denote the one point compactification of the real axes

R and R := R∪{±∞} denote the two point compactification of R. By C(
•
R)

(by C(R), respectively) we denote the space of continuous functions g(x)
on R which have the equal limits at the infinity g(−∞) = g(+∞) (limits at
the infinity may be different g(−∞) ̸= g(+∞). By PC(

•
R) is denoted the

space of piecewise-continuous functions on
•
R, having the limits a (t± 0) at

all points t ∈
•
R, including the infinity.

Proposition 2.3 ([6, Lemma 7.1] and [10, Proposition 1.2]). Let 1<p<∞,
a ∈ C(

•
R+), b ∈ C(

•
R) ∩ M̃p(

•
R) and a(∞) = b(∞) = 0. Then the operators

aWb,Wb aI : Lp(R+) −→ Lp(R+) are compact.
Moreover, these operators are bounded in all Bessel potential space, and,

due to Krasnoselskij interpolation theorem for compact operators, are com-
pact in these spaces.
Proposition 2.4 ([6, Lemma 7.4] and [10, Lemma 1.2]). Let 1 < p < ∞
and let a and b satisfy at least one of the conditions

(i) a ∈ C(R+), b ∈ M̃p(R) ∩ PC(R);
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(ii) a ∈ PC(R+), b ∈ CM̃p(R).
Then the commutants [aI,Wb] and [aI,M0

b ], where M0
b is a Mellin convo-

lution operator (see the next Section 3), are compact operators in the space
Lp(R+).

Moreover, these operators are compact in all Bessel potential and Besov
spaces, where they are bounded, due to Krasnoselskij interpolation theorem
for compact operators.

The differentiation is a Fourier convolution operator with the symbol
−iξ:

r+∂tψ = r+∂tF−1Fψ = r+F−1(−iξ)Fψ =W−iξψ, ψ ∈ C∞
0 (R+). (25)

Using (25) and (20), we get

r+(∂tΛ
−1
±γ − I) = r+(Λ

−1
±γ∂t − I) =Wg, g(ξ) :=

ξ

ξ ± γ
− 1, ξ ∈ R.

The symbol g(ξ) is infinitely smooth and vanishes at infinity: g(±∞) = 0.
Then, due to Proposition 2.3, the operators

v0
[
r+(∂tΛ

−1
±γ − I)

]
,

[
r+(∂tΛ

−1
±γ − I)

]
v0I (26)

are compact for all v0 ∈ C∞
0 (R+) (and even for all sufficiently smooth

v0 ∈ Cm(R+)) which vanish at infinity v0(∞) = 0. The compactness of the
operators in (26) imply the local invertibility of ∂t (with the local inverse
Λ−1

±γ) even at all finite points t ∈ R+.

3. Mellin Convolution Operators in the Bessel Potential
Spaces Hs

p(R+)

In the present section we expose auxiliary results from [9] (also see
[3, 6, 10]), which are essential for the investigation of boundary integral
equation (1).

Consider a Mellin convolution operator M0
a in the Bessel potential spaces

M0
a := M−1

β aMβ : H̃s
p(R+) −→ Hs

p(R+), (27)

where

Mβv(ξ) :=

∞∫
0

τβ−iξv(τ)
dτ

τ
, ξ ∈ R,

M−1
β u(t) :=

1

2π

∞∫
−∞

tiξ−βu(ξ) dξ, t ∈ R+.

are the Mellin transformation and the inverse to it.
The symbol a(ξ) of this operator is an n×n matrix function a ∈ CM0

p(R)
continuous on the real axis R with the only possible jump at infinity.
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The most important example of a Mellin convolution operator is an in-
tegral operator of the form

M0
au(t) := c0u(t) + c1

πi

∞∫
0

u(τ)
τ − t

dt+

∞∫
0

K
( t
τ

)
u(τ) dτ

τ
(28)

with n × n matrix coefficients and n × n matrix kernel. M0
a is a bounded

operator in the weighted Lebesgue space of vector-functions
M0

a : Lp(t
γ ,R+) −→ Lp(t

γ , R+), 1 < p <∞, −1 < γ < p− 1, (29)
endowed with the norm∥∥u | Lp(t

γ ,R+)
∥∥ :=

[ ∞∫
0

tγ |u(t)|p dt
]1/p

under the following constraint on the kernel (on each entry of the matrix
kernel)

∞∫
0

tβ−1K(t) dt <∞, β :=
1 + γ

p
, 0 < β < 1 (30)

(cf. [6]). The symbol of the operator (28) is the Mellin transform of the
kernel

a(ξ) := c0 + c1 coth π(iβ + ξ) +MβK(ξ)

:= c0 + c1 coth π(iβ + ξ) +

∞∫
0

tβ−iξK(t)
dt

t
, ξ ∈ R, (31)

and the symbol is responsible for the Fredholm properties of the operator.
Obviously,

M0
aM

0
bφ = M0

abφ = M0
bM

0
aφ, φ ∈ C∞

0 (R+),

for arbitrary a ∈ Mr
p(R) and b ∈ Ms

p(R).

Theorem 3.1. Let 1 < p <∞ and −1 < γ < p−1 (or 1 6 p 6 ∞ provided
c1 = 0 in (28)). The operator M0

a in (28)–(29) with a symbol a ∈ CM0
p(R),

is a Fredholm operator if and only if its symbol is invertible (is elliptic)
inf
ξ∈R

| det a(ξ)| > 0. (32)

If the symbol is elliptic, the operator is invertible and M0
a−1 is the inverse.

Things are different in the Bessel potential spaces. Let us recall some
results from [9, Section 2].

Consider the kernels which are meromorphic functions on the complex
plane C, vanishing at infinity,

K(t) :=
N∑
j=0

dj
(t− cj)mj

, (33)
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having poles at c0, c1, . . . , cN ∈ C \ {0} and complex coefficients dj ∈ C.

Definition 3.2 (see [9]). We call a kernel K(t) in (33) admissible if for
those poles c0, . . . , cℓ which belong to the positive semi-axes arg c0 = · · · =
arg cℓ = 0, the corresponding multiplicities is one m0 = · · · = mℓ = 1.

For example: The Mellin convolution operator

Km
c v(t) :=

1

π

∞∫
0

τm−1v(τ)

(t− cτ)m
dτ, −π < arg c < π, v ∈ Lp(R+) (34)

has an admissible kernel for arbitrary m = 1, 2, . . . if the following constraint
holds: for a real arg c = 0 and positive c > 0 necessarily m = 1.

Proposition 3.3 (see [9, Corollary 2.3, Theorem 2.4]). Let 1 < p <∞ and
−1 < γ < p− 1 (or 1 6 p 6 ∞ provided c1 = 0 in (28)), s ∈ R and K(t) in
(33) be an admissible kernel. Then the Mellin convolution operator

M0
au(t) := c0u(t) +

∞∫
0

K
( t
τ

)
u(τ)dτ

τ

is bounded in the Lebesgue space Lp(R+, tγ) and, also, in the Bessel potential
space in the following setting:

M0
a : rH̃s

p(R+) −→ Hs
p(R+). (35)

Theorem 3.4 ([3, Theorem 5.1] and [9]). Let s ∈ R and 1 < p <∞.
If −π 6 arg c < π, arg c ̸= 0, 0 < arg γ < π and 0 < arg(−c γ) < π, the

Mellin convolution operator between the Bessel potential spaces

K1
c : H̃r

p(R+) −→ Hr
p(R+) (36)

is lifted to the equivalent operator

Λs
−γK1

cΛ
−s
γ = c−sK1

cWgs
−cγ,γ

: Lp(R+) −→ Lp(R+), (37)

where c−s = |c|−se−is arg c and

gsδ,µ(ξ) :=
( ξ + δ

ξ + µ

)s

. (38)

If −π 6 arg c < π, arg c ̸= 0, 0 < arg γ < π and −π < arg(−c γ) < 0,
the Mellin convolution operator between the Bessel potential spaces (36) is
lifted to the equivalent operator

Λs
−γK1

cΛ
−s
γ = c−sWgs

−γ,−γ0
K1

cWgs
−cγ0,γ

= c−sK1
cWgs

−γ,−γ0
gs
−cγ0,γ

+ T : Lp(R+) −→ Lp(R+), (39)

where T : Lp(R+) −→ Lp(R+) is a compact operator.
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Let us consider the Banach algebra Ap(R+) generated by Mellin convo-
lution and Fourier convolution operators, i.e. by the operators

A :=
m∑
j=1

WdjM
0
aj
Wbj (40)

and their compositions in the Lebesgue space Lp(R+). Here, M0
aj

are the
Mellin convolution operators with continuous N ×N matrix symbols aj ∈
CMp(R), Wbj , Wdj are Fourier convolution operators with N × N matrix
symbols bj , dj ∈ CMp(R \ {0}) := CMp(R

− ∪ R+
). The algebra of N ×N

matrix Lp-multipliers CMp(R \ {0}) consists of those piecewise-continuous
N ×N matrix multipliers b ∈ Mp(R)∩PC(R) which are continuous on the
semi-axis R− and R+, but might have finite jump discontinuities at 0 and
at infinity.

To define the symbol of the operator A in (40) which governs the Fred-
holm property and the index of A (see Theorem 3.5, below) we consider the
infinite clockwise oriented “rectangle” R := Γ1 ∪ Γ−

2 ∪ Γ+
2 ∪ Γ3, where (cf.

Figure 1)

Γ1 := R× {+∞}, Γ±
2 := {±∞} × R+

, Γ3 := R× {0}.

Figure 1. The domain R of definition of the symbol As
p(ω).
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The symbol Ap(ω) of the operator A in (40) is a function on the set R, viz.

Ap(ω) :=



m∑
j=1

(dj)p(∞, ξ)aj(ξ)(bj)p(∞, ξ), ω = (ξ, ξ) ∈ Γ1,

m∑
j=1

dj(η)aj(+∞)bj(η), ω = (+∞, η) ∈ Γ+
2 ,

m∑
j=1

dj(−η)aj(−∞)bj(−η), ω = (−∞, η) ∈ Γ−
2 ,

m∑
j=1

(dj)p(0, ξ)aj(ξ)(bj)p(0, ξ), ω = (ξ, 0) ∈ Γ3.

(41)

The connecting function gp(∞, ξ) in (41) for a piecewise continuous function
g ∈ PC(R) is defined as follows:

gp(x, ξ) :=
1

2

[
g(x+ 0) + g(x− 0)

]
− i

2

[
g(x+ 0)− g(x− 0)

]
cotπ

(1
p
− iξ

)
= eiπ

g+x +g−x
2

cosπ( 1p +
g+
x −g−

x

2 − iξ)

sinπ( 1p − iξ)
, ξ ∈ R, (42)

g±x :=
1

πi
ln g(x± 0), Re g±x =

1

π
arg g(x± 0), x ∈

•
R := R ∪ {∞}.

The function gp(∞, ξ) fills up the discontinuity (the jump) of g(ξ) at
∞ between g(−∞) and g(+∞) with an oriented arc of the circle (see [9,
Section 4] for further details).

The symbol Ap(ω) is continuous on the rectangle R and if it is elliptic
inf
ω∈R

∣∣detAp(ω)
∣∣ > 0, (43)

the increment of the argument (1/2π) argAp(ω) when ω ranges through R
in the positive direction, is an integer. This integer is called the winding
number or the index of the symbol and is denoted by ind detAp.

Theorem 3.5 ([9, Theorem 4.13]). Let 1 < p <∞ and let A be defined by
(40). Then A : Lp(R+) −→ Lp(R+) is a Fredholm operator if and only if
its symbol Ap(ω) is elliptic. If A is Fredholm, the index of the operator is

Ind A = − ind detAp. (44)

4. Investigation of the Integro-Differential Equation (1)

For the investigation of equation (1) we apply the approach developed
in [11] and the localization technique.

Proof of Theorem 0.1. Let us introduce the notation
φ1(t) := φ(−t), f1(t) = f(−t),

φ2(t) := φ(t), f2(t) = f(t) for t > 0.
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Then φ′
1(t) := −φ′(−t), φ′

2(t) := φ′(t) and the integral equation (1) is then
written in the following form:

φ1(t) +
a−
π

∞∫
0

φ′
1(τ)

t− τ
dτ − a−

π

∞∫
0

φ′
2(τ)

t+ τ
dτ = f1(t),

φ2(t)−
a+
π

∞∫
0

φ′
1(τ)

t+ τ
dτ +

a+
π

∞∫
0

φ′
2(τ)

t− τ
dτ = f2(t),

t ∈ R+, (45)

φ1, φ2 ∈ Hs
p(R+), f1, f2 ∈ Hs−1

p (R+).

Moreover, by physical arguments (the system (45) is an equivalent reformu-
lation of the Problem S (see (11), (13)) and we can assume that:

(i) a solution to the system (45) vanishes at 0

φ1, φ2 ∈ H̃s
p(R+). (46)

(ii) the system (45) has a unique solution φ1, φ2 in the classical setting
s = 1/2, p = 2:

φ1, φ2 ∈ H̃1/2(R+), f1, f2 ∈ H−1/2(R+). (47)
The system of integral equations (45) is of Mellin type,φ1(t) + a−

[
K1

1 φ
′
1(t)−K1

−1 φ
′
2(t)

]
= f1(t),

φ2(t)− a+

[
K1

−1 φ
′
1(t)−K1

1 φ
′
2(t)

]
= f2(t),

(48)

φ1, φ2 ∈ H̃s
p(R+), f1, f2 ∈ Hs−1

p (R+),

where

K1
cφ(t) :=

1

π

∞∫
0

φ(τ)

t− c τ
dτ, 0 < | arg c| 6 π, φ ∈ Lp(R+),

is a Mellin convolutions operator with a meromorphic kernel (see Definition
3.2).

Since φj ∈ H̃s
p(R+), fj ∈ Hs−1

p (R+), j = 1, 2, we introduce new functions

φ1 = Λ−s
γ ψ1, φ2 = Λ−s

γ ψ2, f1 = Λ−s+1
−γ g1 f2 = Λ−s+1

−γ g2,

Im γ > 0, ψ1, ψ2, g1, g2 ∈ Lp(R+),

use the equality
dφ(t)

dt
= φ′(t) = (W−iξφ)(t)

and get
Λ−s
γ ψ1 + a−

[
K1

1W−iξΛ
−s
γ ψ1 −K1

−1W−iξΛ
−s
γ ψ2

]
= Λ−s+1

−γ g1,

Λ−s
γ ψ2 − a+

[
K1

−1W−iξΛ
−s
γ ψ1 −K1

1W−iξΛ
−s
γ ψ2

]
= Λ−s+1

−γ g2.
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Here, the pair of functions ψ1, ψ2 is unknown while the pair g1, g2 is known
(prescribed).

The system is already lifted to the Lp-space setting, and we will write it
in a convenient form by applying the Bessel potential operator Λs−1

γ to the
both parts of the equations:



Λs−1
−γ Λ−s

γ ψ1 + a−

[
Λs−1
−γ K1

1W−iξΛ
−s
γ ψ1 − Λs−1

−γ K1
−1W−iξΛ

−s
γ ψ2

]
= Λs−1

−γ Λ−s+1
−γ g1 = g1,

Λs−1
−γ Λ−s

γ ψ2 − a+

[
Λs−1
−γ K1

−1W−iξΛ
−s
γ ψ1 − Λs−1

−γ K1
1W−iξΛ

−s
γ ψ2

]
= Λs−1

−γ Λ−s+1
−γ g2 = g2,

ψ1, ψ2, g1, g2 ∈ Lp(R+),

since Λs−1
−γ Λ−s+1

−γ u = u (see [6]). By using the equality

Λr
−γK1

cΛ
−r
γ = c−rK1

cΛ
r
−cγΛ

−r
γ

proved in [3, Theorem 5.1] for arbitrary c ∈ C and again the equality
Λs−1
−γ Λ−s+1

γ = I, we rewrite the system in the following form:



Λs−1
−γ Λ−s

γ ψ1

+a−

[
K1

1Λ
s−1
−γ W−iξΛ

−s
γ ψ1−(−1)−s+1K1

−1Λ
s−1
γ W−iξΛ

−s
γ ψ2

]
= g1,

Λs−1
−γ Λ−s

γ ψ2

−a+
[
(−1)−s+1K1

−1Λ
s−1
γ W−iξΛ

−s
γ ψ1−K1

1Λ
s−1
−γ W−iξΛ

−s
γ ψ2

]
= g2,

ψ1, ψ2, g1, g2 ∈ Lp(R+).

Next, we apply the equalities

Λr
µ = W (ξ+µ)r , W aW b = W ab,

where the second one holds if a(ξ) has an analytic extension in the lower
half-plane or b(ξ) has an analytic extension in the upper half-plane (see [3,6]
for details). The above equalities imply, in particular, that

Λs−1
−γ Λ−s

γ = W (ξ−γ)s−1W (ξ+γ)−s = W ( ξ−γ
ξ+γ )s 1

ξ−γ
,

Λs−1
γ W−iξΛ

−s
γ = W −iξ

ξ+γ
.
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Finally, we arrive to the following system of convolution equations, which
is an equivalent reformulation of the system (48) in the Lp-space setting:

W ( ξ−γ
ξ+γ )s 1

ξ−γ
ψ1 + a−K

1
1W ( ξ−γ

ξ+γ )s −iξ
ξ−γ

ψ1

+(−1)sa−K
1
−1W −iξ

ξ+γ
ψ2 = g1,

W ( ξ−γ
ξ+γ )s 1

ξ−γ
ψ2 + (−1)sa+K

1
−1W −iξ

ξ+γ
ψ1

+a+K
1
1W ( ξ−γ

ξ+γ )s −iξ
ξ−γ

ψ2 = g2,

(49)

ψ1, ψ2, g1, g2 ∈ Lp(R+).

Let us rewrite the system (49) as follows

AΨ = G, Ψ :=

(
ψ1

ψ2

)
∈ Lp(R+), G :=

(
g1
g2

)
∈ Lp(R+)

where

A=

[
W ( ξ−γ

ξ+γ )s 1
ξ−γ

+a−K
1
1W ( ξ−γ

ξ+γ )s −iξ
ξ−γ

eπsia−K
1
−1W −iξ

ξ+γ

eπsia+K
1
−1W −iξ

ξ+γ
W ( ξ−γ

ξ+γ )s 1
ξ−γ

+a+K
1
1W ( ξ−γ

ξ+γ )s −iξ
ξ−γ

]

According to [9, Formulae (41), (81)], the symbols of operators K1
1 = M0

K1
1

and K1
−1 = M0

K1
−1

are, respectively,

K1
1(ξ) = −i cothπ(iβ + ξ) = − cotπ(β − iξ), K1

−1(ξ) =
1

sinπ(β − iξ)
.

With the shorthand notation,

b1(ξ) =
(ξ − γ

ξ + γ

)s 1

ξ − γ
, b2(ξ) =

(ξ − γ

ξ + γ

)s −iξ
ξ − γ

, b3(ξ) =
−iξ
ξ + γ

,

we rewrite the operator A as follows

A =

[
A−

1 A−
2

A+
2 A+

1

]
=

[
W b1 + a−M

0
K1

1
W b2 eπsia−M

0
K1

−1
W b3

eπsia+M
0
K1

−1
W b3 W b1 + a+M

0
K1

1
W b2

]
(50)

and investigate the operator A : Lp(R+) −→ Lp(R+).
It is easy to see that the functions b1(ξ), b2(ξ) b3(ξ) and K1

±1 have the
following limits:

b1(±∞) = 0, b1(0) = −e
πsi

γ
,

b2(−∞) = −i, b2(+∞) = −ie2πsi, b2(0) = 0,

b3(±∞) = −i, b3(0) = 0,

K1
1(±∞) = ±i, K1

−1(±∞) = 0.
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Then, according to [9, Formulae (85), (86)] (also see the earlier paper
[10]), the symbol of the operators A±

1 and A±
2 in (50) are written as follows:

As
p(ω) =

[
(A−

1 )
s
p(ω) (A−

2 )
s
p(ω)

(A+
2 )

s
p(ω) (A+

1 )
s
p(ω)

]
,

where

(A±
1 )

s
p(ω) = ia± cotπ(β − iξ)

(e2πsi + 1

2
+
e2πsi − 1

2i
cotπ(β − iξ)

)
= ia±e

πsi cotπ(β − iξ) sinπ(β − iξ + s)

sinπ(β − iξ)

= ia±e
πsi cosπ(β − iξ) sinπ(β − iξ + s)

sin2 π(β − iξ)
,

(A±
2 )

s
p(ω) =

−ia±eπsi

sinπ(β − iξ)
if ω = (ξ,∞) ∈ Γ1,

(A±
1 )

s
p(ω) =

(−η − γ

−η + γ

)s 1

−η − γ
− ia±

(−η − γ

−η + γ

)s iη

−η − γ

= −
(η − γ

η + γ

)−s 1 + a±η

η + γ
,

(A±
2 )

s
p(ω) = 0 if ω = (+∞, η) ∈ Γ−

2 ,

(A±
1 )

s
p(ω) =

(η − γ

η + γ

)s 1

η − γ
+ ia±

(η − γ

η + γ

)s −iη
η − γ

=
(η − γ

η + γ

)s 1 + a±η

η − γ
,

(A±
2 )

s
p(ω) = 0 if ω = (−∞, η) ∈ Γ+

2 ,

(A±
1 )

s
p(ω) = −e

πsi

γ

(A±
2 )

s
p(ω) = 0 if ω = (ξ,∞) ∈ Γ3,

and β = 1
p , ξ ∈ R, η ∈ R+. Then

detAs
p(ω)

=



−a−a+e2πsi
cos2 π(β−iξ) sin2 π(β−iξ+s)−sin2 π(β−iξ)

sin4 π(β−iξ)
,

ω = (ξ,∞) ∈ Γ1,

∓
(η − γ

η + γ

)∓2s (1 + a−η)(1 + a+η)

η2 − γ2
, ω = (±∞, η) ∈ Γ±

2 ,

e2πsi

γ2
, ω = (ξ, 0) ∈ Γ3.

(51)

The symbol As
p(ω) is non-elliptic (i.e., detAs

p(ω) = 0) if and only if
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(i) (1 + a−η)(1 + a+η) ̸= 0 for all 0 < η < ∞. This condition holds if
and only if coefficients a± are not negative reals: a± ∈ C \ R−;

(ii) The parameters p and s are solutions to the equation

cos2 π
(1
p
− iξ

)
sin2 π

(1
p
+ s− iξ

)
− sin2 π

(1
p
− iξ

)
= 0. (52)

By analyzing the transcendental equation (52), we come to the following
conclusions.

(52) have a solution only for ξ = 0 and (52) transforms into an equivalent
transcendental equation (2).

For 1 < p < 4, (2) has no solution for any −1 6 s 6 1, because if we
write it in an equivalent form

sin2 π
(1
p
+ s

)
= tan2 π

p
(53)

the right-hand side is more than 1, while the left-hand side is less than or
is equal to 1. On the other hand, in the classical setting p = 2, s = −1

2
equation (1) has a unique solution (see (47)). Since this pair belongs to the
quadrat 1 < p < 4, −1 6 s 6 1, where equation (1) is Fredholm, it has the
same kernel and co-kernel in all these cases, i.e., is uniquely solvable for all
1 < p < 4 and all −1 6 s 6 1 (see [5] and [12] for the proof of the assertion).

For 4 6 p < ∞, (53) has, due to the periodicity, two pairs of solutions
{p, sp} and {p, sp − 1}, where sp > 0, sp − 1 < 0. It can be shown that
for sp − 1 < s < sp, for −1 6 s < sp − 1, and for sp < s 6 1 the
symbol As

p has index 0, +1 and −1, respectively. Manipulating with the
properties of kernels and co-kernels in embedded spaces, we can prove easily
that equation (1) has, respectively, no kernel and co-kernel (is uniquely
solvable), has no kernel, but 1-dimensional co-kernel (has a unique solution
for all right-hand sides which are orthogonal to the solution of the dual
homogeneous equation) and has the 1-dimensional kernel, but no co-kernel
(has a non-unique solution for all right-hand sides), respectively. �
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