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Abstract. The paper deals with the three-dimensional Robin type
boundary value problem (BVP) of piezoelasticity for anisotropic inhomoge-
neous solids and develops the generalized potential method based on the use
of localized parametrix. Using Green’s integral representation formula and
properties of the localized layer and volume potentials, we reduce the Robin
type BVP to the localized boundary-domain integral equations (LBDIE)
system. First we establish the equivalence between the original boundary
value problem and the corresponding LBDIE system. We establish that
the obtained localized boundary-domain integral operator belongs to the
Boutet de Monvel algebra and by means of the Vishik-Eskin theory based
on the Wiener-Hopf factorization method, we derive explicit conditions un-
der which the localized operator possesses Fredholm properties and prove
its invertibility in appropriate Sobolev-Slobodetskii and Bessel potential
spaces.
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1. INTRODUCTION

In the present paper, we consider the three-dimensional Robin type boun-
dary value problem (BVP) of piezoelasticity for anisotropic inhomogeneous
solids and develop the generalized potential method based on the use of
localized parametriz.

Note that the operator, generated by the system of piezoelasticity for in-
homogeneous anisotropic solids, is the second order non-self-adjoint strongly
elliptic partial differential operator with variable coefficients. In the refer-
ence [22] the Dirichlet problem of piezoelasticity theory was analyzed by the
LBDIE approach. The same method for the case of scalar elliptic second
order partial differential equations with variable coefficients is justified in
[13]-[21], [39].

Due to a great theoretical and practical importance, the problems of
piezoelasticity became very popular among mathematicians and engineers
(for details see, e.g., [51], [43], [27]-[35]). The BVPs and various types of in-
terface problems of piezoelasticity for homogeneous anisotropic solids, when
the material parameters are constants and the corresponding fundamental
solution is available in explicit form, have been investigated in [5], [6], [7],
[8], [9], [42], [10] by means of the conventional classical potential methods.

Unfortunately, this classical potential method is not applicable in the case
of inhomogeneous solids since for the corresponding system of differential
equations with variable coefficients a fundamental solution is not available
in explicit form, in general. Therefore, in our analysis we apply the so-called
localized parametrix method which leads to the localized boundary-domain
integral equations system.

Our main goal here is to show that solutions of the boundary value prob-
lem can be represented by localized potentials and that the corresponding
localized boundary-domain integral operator (LBDIO) is invertible, which
seems to be very important from the numerical analysis viewpoint, since
they lead to very convenient numerical schemes in applications (for details
see [38], [46], [47], [49], [50]).

Towards this end, using Green’s representation formula and properties of
the localized layer and volume potentials, we reduce the Robin type BVP of
piezoelasticity to the localized boundary-domain integral equations (LBDIE)
system. First, we establish the equivalence between the original boundary
value problem and the corresponding LBDIE system which proved to be a
quite nontrivial problem playing a crucial role in our analysis. Afterwards,
we state that the localized boundary-domain integral operator associated
with the Robin type BVP belongs to the Boutet de Monvel algebra of
pseudo-differential operators. Finally, with the help of the Vishik—Eskin
theory based on the factorization Wiener—Hopf method, we investigate the
Fredholm properties of the localized boundary-domain integral operator and
prove its invertibility in the appropriate Sobolev—Slobodetskii and Bessel
potential spaces.
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2. REpucTiON TO LBDIE SYSTEM AND THE EQUIVALENCE THEOREMS

2.1. Formulation of the boundary value problem and localized Gre-
en’s third formula. Consider the system of statics of piezoelasticity for
an inhomogeneous anisotropic medium [43]:

A(z,8,)U + X =0, (2.1)

where U := (uy,us,us,us4) ', u = (u1,u2,u3)" is the displacement vector,
uy4 = ¢ is the electric potential, X = (X1, Xo, X3, X4) ", (X1, X2, X3)" is a
given mass force density, X, is a given charge density, A(z, d;) is a formally
non-self-adjoint matrix differential operator
A(x,0,) = [Aji(2,00)] .4
[0i (cijin(w) O)]axs  [0i(ew(2)01)]3x1
[~0i(eir(z) D)ixs  Oileal)d) |, .,

where 0, = (01,02,03), 9j = Oy; = 0/0x;. Here and in what follows,
the Einstein summation by repeated indices from 1 to 3 is assumed if not
otherwise stated.

The variable coeflicients involved in the above equations satisfy the sym-
metry conditions:

Cijkl = Cjikl = Criij € O, eijx = eipj € C°, g5 = €5, € C™,
ikl =1,2,3.
In view of these symmetry relations, the formally adjoint differential oper-
ator A*(x,0,) reads as
(A5 (@, 02)] 4,04
[0i (cijie(w) O)laxs  [—Oilenij(x))]3x1
[0 (eint () O)]1x3 Bilea(@)d) |,

A*(x,0y)

Moreover, from physical considerations it follows that (see, e.g., [43]):
cijki(x) &ij = o &ij &y for all & = & € R,
eij(@)mim; = cymim; for all p= (n1,n2,m3) € R?, (2.3)

with some positive constants ¢y and c;.

By virtue of inequalities (2.2) and (2.3) it can easily be shown that the
operator A(zx,d,) is uniformly strongly elliptic, that is, there is a constant
¢ > 0 such that

Re A(z,£) ¢ - ¢ = c|¢]?[¢]? forall £ € R® and forall ¢ € C*,  (2.4)
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where A(z,£) is the principal homogeneous symbol matrix of the operator
A(x, 0,) with opposite sign,

[Ajk(x’ 5)] 4x4
[cijie(x) & &laxs  [enj() & &laxa

D= . (2.5)
[—eim(@) &G &l cal@®)&& |,

Az, £)

Here and in the sequel, the symbol a - b for a,b € C* denotes the scalar
4 _
product of two vectors, a-b= )" a;b;, where the overbar denotes complex
j=1
conjugation.
In the theory of piezoelasticity, the components of the three-dimensi-
onal mechanical stress vector acting on a surface element with a normal

n = (ny,ng,n3) have the form
Tij Ny = Cijik M Opug + €55 ny Opp for j =1,2,3,

while the normal component of the electric displacement vector (with op-
posite sign) reads as

—Din; = —eip n; Oug + €y n; .
Let us introduce the following matrix differential operator:

T =T(x,0,) = [Tjr(,0,)]

[cijir(z) ni Dtlaxs  [ewij (@) ni O)3x1

4x4

= . (2.6)
[—eiri(z) ni Ol 3 ca(x)ni0 |, ,
For a four-vector U = (u, )", we have
TU = (Uil NGy, 042 MNi, 0;3MN;, —Di ni)T. (27)

Clearly, the components of the vector 7 U given by (2.7) have the following
physical sense: the first three components correspond to the mechanical
stress vector in the theory of electro-elasticity and the forth one is the nor-
mal component of the electric displacement vector (with opposite sign). In
Green’s formulae there also appear the following boundary operator associ-
ated with the adjoint differential operator A*(z, d,):

M= M(x,0,) = [Mjk(x,ﬁz)]

[nglk(x) n; Olsxs  [—ewj(x) n; Ailsx1

4x4

leiki () i O 5 3 gir() ni O 4x4 .
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Introduce the following matrices associated with the boundary operators
(2.6) and (2.8)

T(@,€) = [Tin(,9)] 14

_ [Newjm(z) s Elsxs lewj(@) ng §l]3x11 ’ (2.9)
[—em(@)ni&lys  ealz)nie |, ,
M(z,€) = [Mjk(x’f)}4><4
_ [eijie(@) ni &ilaxs  [—ej(x) ng &]BM] . (2.10)
_[eikl(x) Uz fl]1><3 sil(x) n; gl Ax4

Further, let Q = Q% be a bounded domain in R? with a simply connected
boundary 92 = S € C*°, Q = QUS. Throughout the paper, n = (ny,n2,n3)
denotes the unit normal vector to S directed outward with respect to the
domain Q. Set Q7 :=R3\ Q.

By H"(Q) = H3(2) and H"(S) = H5(S), r € R, we denote the Bessel po-
tential spaces on a domain €2 and on a closed manifold .S without boundary,
while D(R?) and D(Q2) denote classes of infinitely differentiable functions
in R? with a compact support in R? and © respectively, and S(R?) stands
for the Schwartz space of rapidly decreasing functions in R3. Recall that
HO(Q) = Ly(Q) is a space of square integrable functions in 2.

For the vector U = (uy,ug,us,us) ' the inclusion U = (uy,us, ug,us) ' €
H" means that all components u;, j = 1,4, belong to the space H".

Let us denote by Ut = {U}T and U~ = {U}~ the traces of U on S from
the interior and exterior of §2, respectively.

We also need the following subspace of H(Q):

Hl’O(Q;A)
= {U = (u1, uz, uz,ug) ' € HY(Q) : Az, 8,)U € LQ(Q)}. (2.11)
For arbitrary complex-valued vector-functions U = (uy,us,us,us)' and
V = (v1,v2,v3,v4) " from the space H?(f2), we have the following Green’s
formulae [9]:
/ [A(mﬁw)U-V—i—E(U, V)} do = / (TUY  {vytds, (212
Q s
/ [A@.0)U -V U A%(2,0,)V] da
Q
= / [{TU}+ AVt —{U}T - {M v}*} ds, (2.13)
5

where

E(U,V) = cijir Oiuj Opvg, + eqij (Oyug ;v — Oyuj Ojva) +€51 Ojug Opvg. (2.14)
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Note that by means a standard limiting procedure the above Green’s
formulae can be generalized to Lipschitz domains and to vector—functions
U e HYQ) and V € HY(Q) with A(x,0,)U € La(Q) and A*(x,0,)V €
L2(9). By virtue of Green’s formula (2.12), we can determine a generalized
trace vector TTU = {TU}*T € H-'/2(9Q) for a function U € H0(; A),

(THU, Ve ::/A(x,é)x)Ucher/E(U, V) dz, (2.15)
Q Q

where V € H'(Q) is an arbitrary vector-function.
Here, the symbol (-, - )¢ denotes the duality between the spaces H~/2(S)
and H'/2(S) which extends the usual Ly inner product

N
<f»9>s=/2fj?jd5 for f,g € La(S).
g =1

Assume that the domain € is filled with an anisotropic inhomogeneous
piezoelectric material and let us formulate the Robin type boundary value
problem:

Find a vector-function U = (uy,us,us,us)’ € HY0(Q, A) satisfying the
differential equation

A(z,0,)U = f in Q (2.16)
and the Robin type boundary condition
TYU+BUT =¥, on S, (2.17)

where ‘1/0 = (‘;[/017\1102’\11037\1103>—r € H_I/Q(S)v f = (fl»f27f?nf4>—r €
HO(Q) and B = [Bjk]axa is a positive definite constant matrix.

Equation (2.16) is understood in the distributional sense, while the Robin
type boundary condition (2.17) is understood in the functional sense defined
in (2.15).

Remark 2.1. From the conditions (2.2) and (2.3) it follows that for complex-
valued vector-functions the sesquilinear form E(U, V) defined by (2.14) sat-
isfies the inequality

ReE(U, U) > C(Sij Sij —|—77jﬁj) VU = (Ul,UQ,U3,U4)T € Hl(Q)

with s;; = 271(9;u;(z) + dju;(x)) and n; = djus(z), where c is some pos-
itive constant. Therefore, the first Green’s formula (2.12) along with the
Lax—Milgram lemma imply that the above-formulated Robin type BVP is
uniquely solvable in the space H'(Q2; A) (see, e.g., [36], [26], [37]).

As it has already been mentioned, our goal here is to develop the LBDIE
method for the Robin type boundary value problem.

To this end, we define a localized matrix parametriz associated with
the fundamental solution Fj(x) := —[4|z|]~! of the Laplace operator
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A =0} +03+ 063,
P(x) = Py(x) = Fy(x) I

= x(z) Fi(z) I = —4X7£”|2 I with y(0) = 1, (2.18)

where F, (x) = x(z)F1(z), I is the unit 4 x 4 matrix and y is a localizing
function (see Appendix A),

XEXF, k>4 (2.19)

Throughout the paper, we assume that the condition (2.19) is satisfied and
x has a compact support if not otherwise stated.

Denote by B(y,e) a ball centered at the point y, of radius € > 0 and let
S(y, <) i= OB(y ).

In Green’s second formula (2.13), let us take in the place of V(x) suc-
cessively the columns of the matrix P(x — y), where y is an arbitrar-
ily fixed interior point in €, and write the identity (2.13) for the region
Q. :=Q\ B(y,e) with € > 0 such that B(y,e) C Q. Keeping in mind that
PT(x —y) = P(x —y), we arrive at the equality

[[Pe-vawove - [4@o)re -y

Q

— [ [Pe-n {T@0 0@}~ (M. 0)P@-1)} {Ul)}] as
S

]TU(LU)} dx

.
- [ [P0 T@.0)0 @~ (M@0 Pe-9)} U] d20). (220)
(y.2)

The direction of the normal vector on X(y,€) is chosen as outward with

respect to B(y,€).

It is evident that the operator
AU(y) : = lim [ [A*(z,0,)P(z —y)] U(x)de

e—0
Qa

—vp. / (A% (2,0,)P(z — y)] Ulx) da (2.21)
Q
is a singular integral operator; here and in the sequel, “v.p.” denotes the
Cauchy principal value integral. If the domain of integration in (2.21) is the
whole space R3, we employ the notation AU = AU, i.e.,

AU(y) = v.p. / [A*(2,0,)P(x —y)] | U(x) da. (2.22)
R3
Note that
2 ) 2
0 ! AT S ) 4 v =2 ! (2.23)

Ox; Oz |z — y| - 3 Ox; 0xy | —yl|’
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where §;; is the Kronecker delta, while 6(-) is the Dirac distribution. The
derivatives in the left-hand side of (2.23) are understood in the distributional
sense. In view of (2.18) and taking into account that x(0) = 1, we can write
the following equality in the distributional sense:

[A*(x,@w)P(x - y)]T
0

[ Conto) g Bt [ (o) g Bta=)]

[ o (@) 5 Ba)] | (o) g o)

0? 0?
_ [ciﬂk(m) Ox;0x; Fx(x_y)}?)xs [eikl(x) Ox;0x; FX(m_y)Lm
B 52 92
[—elij(x)mFx(m—y)]MS Eil(ﬂ?)mFx(ﬂ?—y) s
0 0 0 0
N [, @) g Bxe=w)| e g Be-w)
0 0 0 0
[~ g0 @) g B geale) g Fay) |
[cijin(@) ka(z,y)] 55 [eam(@) ka(z,9)],,
[ ellj( ) ( )]1><3 Ell(x) kil($7y) Ax4
0 0
N [875, cijik () } [8:51 cini( )%FX(m_y)Lxl
0 (9 0 0 ’
|~ g @) gy Fx(w—y)}lxg B S g Bey) |
where
(;i 82F xTr —
ki(z,y) - = 5 8z —y) +v.p. 762(»6:@ )
o 1 P 1
- ?5( 7y) am aSL'l |£U—y| +mzl(x7y)a
1 02 X(ax —y)—1
ma(e,y) : = Cdm dxi0r |z —y|
Therefore,

[A"(@,0,)P(e — )] |
=b(x)d(x —y) + v.p. [A* (z,0,)P(x — y)} T
=b(z)d(z —y) + R(z,y)
1 [ [eom@)a(e,9)] ., [em(@)0alz,9)],,,

v.p.
4 [ — elij(x)ﬂil(:v,y)]lx?) Eil($)19il($7y) x4
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=b(z)5(z —y) + R (x,y)
. 1 [ [cijin (W) Va2, 9)] 5 5 [em(y)Vulz, y)]?m]
N [ 4x4 7

A | [ - erij (y)Va(z,y)] 1wz Eay)Va(z,y)
where
1 | lagie(@)laxs (e (@)]3x1
b(x) = - , 2.24
=3 [[—@u(x)hxg eu(z) ]4“ 220
a(z,y) = %&m z i o i,1=1,2,3, (2.25)
Riz,y) = [ [Cijlk(x) mil(xvy)]?)xg [eikl(x)mil(xay)}gxll
7 [* eij () mil(ffay)]M;; ea() ma(z,y) ax4
9 OFy(z —y) 9 OF (z — y)
{8331- cijin() o0x; ]3><3 {8351- cikt(2) o0x; ]3><1
B OF (x — 1) 9 OF\ (x —y) ’
{ B 87.% €lij (x) (9$l } 1x3 (97331 Eil(x) 833[ Ax4

RW(z,y) = R(z,y)
1 [Cijlk(xa y)) Ja(z, y)]3X3 [elij(x, y) Vi, y)] 3x1
4m [_eikl(x7y)19il(x7y):|1><3 6il(xay)7~9il($7y) 4><47
cijik(,y) = cijn(r) — cji(y),  ewj(x,y) = enj(x) — e (y),
cu(,y) == eu(r) —eu(y).
Evidently, the entries of the matrix-functions R(x,y) and R™M (z,%) possess
weak singularities of type O(|x — y|~2) as @ — y. Therefore, we get
v.p. [A*(z,0,)P(z —y)]" = R(z,y)
1 [_ [Cijlk(x) ﬁil(x7y)]3><3 _[elij(x) ﬁil(x7y)]3><1

v.p. — . (2.26
TP [eini(2) Dir(z,9)] |5 —cit(2) Va(z,y) Lm 20

v.p. [A*(z,0,)P(x — y)]T = R(l)(x, y)

1 [=leim@) dale,v)] 5 —leni(y) dalz,v)] 5,
+v.p. — - (2:27)
4m [eikl(y) Vi, y)] 1x3 —cu(y) Yu(z,y) Axd
Further, by direct calculations one can easily verify that
lir% Pz —y) T (x,0,)U(x) dE(y,e) =0, (2.28)
E—r

E(y.e)
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lim / (M(z,0,)P(a — )} Ulz)dS(y,e)

e—0
S(y,¢e)
[Cijlk(y)/ﬂmz d21} {eikz(y)/mm dEl]
1 3x3 3x1
- = = qo
m [— elij(y)/ninl d21] €il(y)/77ﬂ71 d¥
1x3
L 1 1 4x4
r 478 47y,
1 {ciﬂk(y) 3 ]3><3 [eikl(y) 3 L%xl
- U
4m 476, 476 <y)
_[ - elij(y) T} 1x3 ca(y) T3 i
=b(y) U(y), (2.29)

where X1 is a unit sphere, n = (11,12,73) € X1 and b is defined by (2.24).
Passing to the limit in (2.20) as ¢ — 0 and using the relations (2.21),
(2.28) and (2.29), we obtain

b(y) U(y) + AU(y) = V(TTU)(y) + W(UT)(y)
= P(A(I,GI)U) (y), yeQ, (2.30)

where A is a localized singular integral operator given by (2.21), while V|
W and P are the localized single layer, double layer and Newtonian volume
potentials,

Vo)) = [ Pla =) g(a) dS.. (2.31)
S
W(g)(y) = / [(M(z,0,) Pz — )] g(x)dSs,  (232)
S
Ph)(y) = /P(x —y) h(z)dx. (2.33)
Q

Let us also introduce the scalar volume potential

PO() = [ Fe ) (o) do (2.34)

Q

with p being a scalar density function.
If the domain of integration in the Newtonian volume potential (2.33) is
the whole space R2, we employ the notation Ph =P h, i.e.,

P(h)(y) := /P(m —y) h(z)dz. (2.35)
R3

Mapping properties of the above potentials are investigated in [16].
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We refer the relation (2.30) as Green’s third formula. By a standard lim-
iting procedure we can extend Green’s third formula (2.30) to the functions
from the space H9(€, A). In particular, it holds true for solutions of the
above formulated Robin type BVP. In this case, the generalized trace vector
T+U is understood in the sense of definition (2.15).

For U = (uy,...,us)" € H' (), one can also derive the following rela-
tion:
AU(y) = =b(y)U(y) - WU )(y) + QU(y), Yy, (2.36)
where

0 0
o P(cijir Orur)(y) + B P(enjazuz;)(y)} -
S0 o+ L reata |
—o PleimOur)(y) + 75— Pleadiua)(y
y; y; Ax4
and P is defined in (2.34).

In what follows, for our analysis we need the explicit expression of the
principal homogeneous symbol matrix & (A)(y, &) of the singular integral
operator A. This matrix coincides with the Fourier transform of the sin-
gular matrix kernel defined by (2.26). Let F denote the Fourier transform

operator,
Foelgl = /9(2) e 7t dz,
]RB
and set
0% 1

v.p. —m—— —

P 9202 12|
ha(€) : = Farse(ha(2)), i,1=1,2,3.

In view of (2.23) and taking into account the relations F,_,¢0(z) = 1 and
Fose(|2|71) = 4m|€] 72 (see, e.g., [25]), we easily derive

hi(z) : =v.p.9y(x,t) =

N 47T5i 62 1
hi(€) == Fome(hu(z)) = ]:z—>£< 3 15(2) - 0z; 0z m)
- 47T(5Z‘l

3

i) _Amhy 466
||

1 (—igi)(—i&)fﬁg( 3 €17

Now, for arbitrary y € Q and ¢ € R?\ {0}, due to (2.27), we get

[cijie(W) hi(2)] 5,5 [€iri(y) ha(z)] 3X1]
[ — e (y) ha(2)] | .5 ea(y) halz) |, ,
U @ ha(2)] 50y [em@) ha(2)] 5,

AT [~ ey ha(2)],s  caly) ha(z)

S (A)y,6) = — 1 Foe [

4x4
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1 [ @) &€l o) @il
€17 [ — en(y) &i€1) | s caly)&& |,

- ﬁ Ay, €) — b(y). (2.38)

= —b(y) +

As we can see, the entries of the principal homogeneous symbol matrix
S(A)(y,&) of the operator A are even rational homogeneous functions in
& of order 0. It can easily be verified that both the characteristic function
of the singular kernel in (2.27) and the Fourier transform (2.38) satisfy the
Tricomi condition, i.e., their integral averages over the unit sphere vanish
(cf. [40]).

Denote by £, the extension operator by zero from Q = Q% onto Q= =
R?\ Q. It is evident that for the function U € H'(Q2) we have

(AU)(y) = (ALU)(y) for y € Q.
Introduce the notation
(KbU)(y) := (b(y) —DU(y) + (ALU)(y) for y € Q, (2.39)

and for our further purposes we rewrite the third Green’s formula (2.30) in
a more convenient form

I+ XK]6U (y) = V(T U)(y) + W(U)(y)
= P(A(z,9.)U)(y), y €9, (2.40)
where I is the identity operator.

The relation (2.38) implies that the principal homogeneous symbols of
the singular integral operators K and I + K read as

S(K)(y,&) = €] ?A(y,§) -1 VyeQ, VEeR?\ {0},  (2.41)
SI+K)(y,€) = €| 2A(y,§) YyeQ, VEe R {0}. (2.42)

It is evident that the symbol matrix (2.42) is uniformly strongly elliptic due
to (2.4)

Re (G(I+XK)(y,€) (. ¢) = [¢]7* Re (A(y,£) ¢,¢) = cl¢/? (2.43)
VyeQ, VEeR?\ {0}, V(eC?
where ¢ is the same positive constant as in (2.4).
From (2.39) it follows that (see, e.g., [3], [26, Theorem 8.6.1]) if y € X*
with integer k > r + 2, then
ro Kby : H'(Q) — H"(Q), r >0, (2.44)

since the symbol (2.41) is rational and the operator with the kernel func-
tion either R(x,y) or R (z,y) maps H"(Q) into H™t1(Q) (cf. [16, Theo-
rem 5.6]). Here and throughout the paper, r, denotes the restriction oper-
ator to €.
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Assuming that U € H?(2) and applying the differential operator T (z, 9,)
to Green’s formula (2.40) and using the properties of localized potentials
described in Appendix B (see Theorems B.1-B.4) we arrive at the relation:

T KU + (I =d)(TTU) =W/ (TTU) + LUY)
=T P(A(x,8,)U) on S, (2.45)
where the localized boundary integral operators W' and £ := LT are gen-

erated by the localized single- and double-layer potentials and are defined
in (B.3) and (B.4), the matrix d is defined by (B.17), while

THKLU = {T(KLU)} on S, (2.46)

THP(A(z,0,)U) = {TP(A(z,8,)U)} " on 5. (2.47)

2.2. LBDIE formulation of the Robin type problem and the equiv-
alence theorem. Let U € H?({) be a solution to the Robin type BVP
(2.16), (2.17) with ¢, € H2(S) and f € H°(€). As we have derived above,

there hold the relations (2.40) and (2.45), which now can be rewritten in
the form

I+ KU + W(®) +V(BP) =P(f)+ V(¥,) in Q, (2.48)
TTKOU + L(®) + (d-I) 3@+ W'BP
=THrP(f)+(d-T)¥, + W(T,) on S, (2.49)

where & := Ut € H2(S).

One can consider these relations as a LBDIE system with respect to the
unknown vector-functions U and . Now we prove the following equivalence
theorem.

Theorem 2.2. Let x € Xﬁ. The Robin type boundary value problem
(2.16), (2.17) is equivalent to LBDIE system (2.48),(2.49) in the following
sense:
(i) If a vector-function U € H*(Q) solves the Robin type BVP (2.16),
(2.17), then it is unique and the pair (U, ®) € H2(Q) x H3(S) with
¢=U", (2.50)
solves the LBDIE system (2.48), (2.49) and, vice versa;
(ii) If a pair (U, ®) € H2(Q) x H2(S) solves the LBDIE system (2.48),
(2.49), then it is unique and the vector-function U solves the Robin
type BVP (2.16), (2.17), and relation (2.50) holds.

Proof. (i) The first part of the theorem is trivial and directly follows form
the relations (2.40), (2.45), (2.50) and Remark 2.1.

(ii) Now, let a pair (U, ®) € H2(Q) x H2(S) solve the LBDIE system
(2.48),(2.49). We apply the differential operator T to equation (2.48), take
its trace on S and compare with (2.49) to obtain

TTU+pB® =T, on S. (2.51)
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Further, since U € H?(Q)), we can write the third Green’s formula (2.40)
which in view of (2.51) can be rewritten as
I+ K] U +V(3®) -V (¥,) +W({U") =P(A(,0,)U) in Q. (2.52)
From (2.48) and (2.52) it follows that
WUt —®)—P(A(z,0,)U — f) =0 in Q, (2.53)
whence by Lemma 6.4 in [16] we conclude
A(2,0.)U=f in Q and U" =@ on S.
Therefore, from (2.51) we get
TTU +BUT =¥, on S. (2.54)

Thus U solves the Robin type BVP (2.16), (2.17) and, in addition, equation
(2.50) holds.

The uniqueness of a solution to the LBDIE system (2.48), (2.49) in the
class H2(Q) x H3(S) directly follows from the above-proven equivalence
result and the uniqueness theorem for the Robin type problem (2.16), (2.17)
(see Remark 2.1). O

3. INVERTIBILITY OF THE LBDIO CORRESPONDING TO THE ROBIN
TyrPE BVP

From Theorem 2.2 it follows that the LBDIE system (2.48), (2.49) with a
special right-hand side is uniquely solvable in the class H?(Q2, A) x H3/2(S).
Here, our main goal is to investigate Fredholm properties of the localized
boundary-domain integral operator generated by the left-hand side expres-
sions in (2.48),(2.49) in appropriate functional spaces.

To this end, let us consider the LBDIE system for the unknown pair
(U, ®) € H?(Q) x H32(S),

I+ K)U +W(®) + V(B®) = F; in Q, (3.1)
THKLGU + L(®) + (d —1)B® + W'(B®) = F, on S, (3.2)

where Fy € H?(Q) and F, € HY/?(S).
Introduce the notation
B =1+K. (3.3)

In view of (2.42), the principal homogeneous symbol matrix of the operator
B reads as

S(B)(y,€) = €] 2A(y,€) for y€ Q, £ R*\ {0} (3-4)

The entries of the matrix &(B)(y, &) are even rational homogeneous func-
tions of order 0 in & Moreover, due to (2.4), the matrix &(B)(y,£) is
uniformly strongly elliptic,

Re (&(B)(y,£)¢,¢) > c|¢? forall y € Q, £ €R*\ {0} and ¢ € C*.
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Consequently, B is a uniformly strongly elliptic pseudodifferential operator
of zero order (i.e., a singular integral operator) and the partial indices of
factorization of the symbol (3.4) are equal to zero (cf. Lemma 1.20 in [12]).

Now we present some auxiliary material needed for our further anal-
ysis. Let y € 09 be some fixed point and consider the frozen symbol
S(B)(7,£) = 6(B)(£), where B denotes the operator B written in a cho-

sen local coordinate system. Further, let B denote the pseudodifferential
operator with the symbol

S(B)(€,&) == 6(B)((1+|¢'|)w. &)
with w = é| £ (€6, €= (6,6).

The principal homogeneous symbol matrix 6(§)(§) of the operator B can
be factorized with respect to the variable &3,

&(B)(¢) = 6 (B) (&) 8 (B)(€), (3.5)

where
1

E3il¢|
A (&', &3) are the “plus” and “minus” polynomial matrix factors of the first
order in &3 of the positive definite polynomial symbol matrix A(&',&3) =

Ay, &',&3) (see Theorem 1 in [23], Theorem 1.33 in [45], Theorem 1.4 in
[24]), i.e.

GH(B) () = A (&),

A€ &) = AT(E,6) AT (¢, &) (3.6)
with det AV (¢, 7) # 0 for Im7 > 0 and det AC) (&', 7) # 0 for Im7 < 0.
Moreover, the entries of the matrices A (&', &3) are homogeneous functions
in & = (¢,&3) of order 1.
Denote by a(*)(¢') the coefficients of €5 in the determinants det A (¢ &5).
Evidently,

a' (€Y aP(¢) = det A(0,0,1) > 0 for & #0. (3.7)
It is easy to see that the inverse factor-matrices [g(i)(f’ ,&€3)]71 have the
following structure:
1

A(E) (¢ -1 _ (&) (¢t
[A)(, )] = W AS ) (P57 63)] 4 (3.8)

where [pfji)(g’ ,€3)]ax4 is the matrix of co-factors corresponding to the ma-
trix E<i>(§’, &3). They can be written in the form

P, &) =)+ 1D ()G +dD ()& +e)(€) (3.9

with e(F)| p(F), dff), and e(®), i, j =1,2,3, 4, being homogeneous functions

i ij ij

in & of order 0, 1, 2 and 3, respectively.
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Denote by IIT the Cauchy type integral operator

: e ) d
H+(f)(€) _ r lim (5 ,73) 773’
21 t—0+ &3 +it—ms3
which is well defined for any ¢ € R? for a bounded smooth function h(¢’, -)
satisfying the relation h(¢’,n3) = O(1 + |n3]) ™" with some v > 0.
The following lemma holds (see [22]).

€: (§/a£3)a 5/ = (51752)? (310)

Lemma 3.1. Let x € Xﬁ with integer k > s+ 2 and let ¢y be the extension
operator by zero from ]Ri onto the half-space R3 . The operator

T Bl : H*(RY) — H*(RY)

is tnvertible for all s > 0, where s is the restriction operator to the half-
+
space R3..

Moreover, for f € HS(Ri’_) with s > 0, the unique solution of the equation
rs BloU = f, (3.11)
3
can be represented in the form
Uy = tou = 7 {[§O®)] ' ([8O®)] i)}, (3.12)
where (f € H*(R3) is an arbitrary extension of f onto the whole space R3.

Lemma 3.2. Let the factor matriz A (€', 7) be as in (3.6), and let a™)
and cfj‘) be as in (3.7) and (3.9), respectively. Then the following equality
holds

1 ~ , _ 1 )
% [A(+) (f ,T)] 1 dr = a(‘f‘)(é“/) [ij) (é‘ )]4><4’ (313)

and k
det [ D(€)] ,, #0 for € #0. (3.14)

Here v~ is a contour in the lower complex half-plane enclosing all roots of
the polynomial det ACH) (€', 1) with respect to T.

It is well known that the differential operator T (z, d,) covers the operator
A(z, 0z) on the boundary S (see, e.g., [1], [11], [41], [48]), i.e., the problem

g, S) o) =0, 1Ry = (0,400) (3.15)

~ d

T(¢hiz) e ] =0 (3.16)
dt =0

has only the trivial solution in the Schwartz space S(Ry) of infinitely

smooth, rapidly decreasing vector-functions at infinity. Here, A({',&3) =

A(y,&,&) and T(&,&3) = T(y,&,&3) correspond, respectively, to the

“frozen” differential and co-normal operators at the point y € 0€2.
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The above covering condition implies the following assertion.

Lemma 3.3. Let v~ be as in Lemma 3.2. The matriz

/ T, )[AD (¢, 7)) dr (3.17)

is non-singular for all &' # 0.

Proof. Let us consider the following matrix:

/e_”’5 [AH) (&,7)] “ldr, 0<t< oo, (3.18)

v

and denote by v (¢, 1), v (¢, 1), v®) (¢, ), and v*) (¢, 1), the columns of
the matrix (3.18).

Clearly, v®) (¢, -) € S(Ry), k =1,2,3,4.

First we show that v(k)(g’ , +), k = 1,4, are linearly independent solutions
of equation (3.15). Indeed, by direct differentiation it can be easily seen that
the vector-functions v®) (¢/,t), k = 1,4, solve the equation

Hoferthen-o ncien

In view of the decomposition
~ d ~ d\ ~ d
a2 A (¢ s ZVA (¢ i 2
A(f’ldt> A (f’ldt>A (g’ldt)’ (3.20)

it follows that v(*)(¢',t), k = T, 4, are solutions of equation (3.15).

Now let us show that the vector-functions v*)(¢’, - ), k = 1,4, are linearly
independent. Assume that for some scalar constants ay, & = 1,4, the
equality

g v (1) + aa v P (€,8) + as v (€, 1) + ag oW (€, 1) =0 (3.21)

holds. Note that the matrix-function (3.18) is continuous at ¢ = 0. There-
fore from (3.21) by passing to the limit, as ¢ — 0, we obtain the following
linear algebraic system of equations with respect to o = (a1, o, a3, a4) ",

(/ [ﬁ(“(é’,r)]_ldT)a =0. (3.22)

~

Due to Lemma 3.2,

det ( / [ZH)(g’,r)}ldT) 40 forall € #£0,

~y

and consequently o = (a1, az,as,ay)’ = 0, implying that v (&', ), k =
1,4, are linearly independent solutions of equation (3.15).
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Further, let us consider an arbitrary solution of equation (3.15) belonging
to the class S(Ry),

4
(€, 1) =Y ar o™ (¢, 1), (3.23)
k=1

where a1, as, ag, aq are the scalar constants. If (3.23) satisfies in addition
the condition (3.16), then due to the covering condition it should be identical
zero. Substituting (3.23) into (3.16), we arrive at the following system of
linear algebraic equations with respect to a = (a1, as,as,a4) " :

</%(§',r) [AD ¢, 7]~ dT>a = 0. (3.24)

Since this system should possess only the trivial solution, we conclude that

det ( / T, 7) [E<+>(g'77)]‘1d7> £0 forall ¢ #£0,

which completes the proof. O

Now, with the above auxiliary results in hand, we can investigate the
invertibility of the localized boundary-domain integral operator generated
by the left-hand side expressions in the system (3.1), (3.2). We denote this
operator by R,

To Bgo —Ta W+ To VB
T+Kl L+(d—T)+W'B

Let us introduce the following boundary operators depending on the param-
eter ¢ € [0, 1],

8X8

Ti = Te(z,0:) = (1 — )10, +tT (z, 0:),
My = My(x,0,) == (1 — )10, + tM(x,dy).

Now we can prove the following assertion.

(3.25)

Theorem 3.4. Let a localizing function x € X753, r > 1, and the conditions
det To(€', =i |¢']) #0, det My (&, —i|¢']) #0, (3.26)

be satisfied for all & # 0 and for all t € (0,1], where the matrices ’7}(5’,53)
and M(&',&3) are defined as follows:

ﬁ(§/7€3) = (1 - t)£3I + t%(§/7§3)7

! A (3.27)
M€, &3) = (1 — t)&sT +tM(E', &3).

Then the operator
R: HTHQ) x H/2(S) — H™TY(Q) x H'1/2(89) (3.28)
is invertible.

Proof. We prove the theorem in four steps, where we show that
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Step 1: the operator 1,Bly : H*(Q2) — H*(Q2) for s > 0 is Fredholm with
zero index;

Step 2: the operator R in (3.28) is Fredholm;

Step 8: IndR = 0;

Step 4: the operator R is invertible.

Step 1. Since (3.4) is a rational function in &, we can apply the theory
of pseudodifferential operators with the symbol satisfying the transmission
conditions (see [25], [3], [44], [45], [4]). With the help of the local principal
(see [2] and Lemma 23.9 in [25]) and the above Lemma 3.1 we can deduce
that the operator

Bi=r,Bly: H(Q) — H*(Q)

is Fredholm for all s > 0.

To show that Ind B = 0, we use the fact that the operators B and B; =
7, (I + t K){y, where t € [0,1], are homotopic. Note that B = By. The
principal homogeneous symbol of the operator B; has the form

S(Bi)(y, &) =T +t6(K)(y, &) = (1 — )] +t&(B)(y,§).

It is easy to see that the operator B; is uniformly strongly elliptic,

Re (6(B:)(y,€)¢,¢) = (1 = )[¢|* + tRe (8(B)(y,£)¢. ) = er [¢]

forally € Q, £ #0, ¢ € C? and t € [0,1], ¢; = min{1,c}, where c is the
constant involved in (2.4).

Since &(B;)(y, &) is rational, even and homogeneous of order zero in &,
as above, we again conclude that the operator

By : HY(Q) — H*(Q)

is Fredholm for all s > 0 and for all ¢ € [0,1]. Therefore Ind B; is the same
for all ¢ € [0,1]. On the other hand, due to the equality By =, I, we get

Ind B =IndB; = Ind B; = Ind By = 0.

Step 2. To investigate Fredholm properties of the operator SR we apply
the local principle (cf. e.g., [25], § 19 and § 22). Due to this principle,
we have to show that the operator R is locally Fredholm at an arbitrary
“frozen” interior point y € S, and secondly that the so-called general-
ized Sapiro-Lopatinskii condition for the operator 9% holds at an arbitrary
“frozen” point y € S. To obtain the explicit form of this condition we pro-
ceed as follows. Let U be a neighborhood of a fixed point y € Q and let
Yo, Po € D(U) be infinitely differentiable scalar functions such that

supp o N supp Go # @,  § € supp v N supp Po,
and consider the operator {509% po- We consider separately two possible
cases: g€ Qandy € S.
Case 1). Let 5 € Q2. Then we can choose a neighborhood U; of the point
y such that U C Q. Therefore the operator {EODQ o has the same Fredholm
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properties as the operator {/JVQB ©o (see the similar arguments in the proof

of Theorem 22.1 in [25]). Then owing to Step 1, we conclude that 9,3 3o
is the locally Fredholm operator at interior points of 2.

Case 2). Now let ¥y € S. Then at this point we have to “froze” the
operator 1}0 R ©g, which means that we can choose a neighborhood U of the
point 3 sufficiently small such that at the local co-ordinate system with the
origin at the point ¥ and the third axis coinciding with the normal vector
at the point y € S, the following decomposition

%o o = o (9:% +N+ M) P0, (3.29)
holds, where N is a bounded operator with a small norm
N :HT+1(R§F) « Hr+1/2(R2> N HT+1(R1) > Hr—1/2(R2)’
while M is a bounded operator
M : H™H(RS) x HTV2(R?) — H™2(R3) x H'TV/2(R?);

the operator R is defined in the upper half-space Ri as follows

= 7’+]§€0 'I’+W
= __ . with ry =74
(TK)ty L B

and possesses the following mapping property
R H'THRE) x H™HY2(R?) — H'HL(RZ) x H™Y2(R?).  (3.30)

The operators with “hat” involved in the expression of 9~‘i, are defined as

follows: for the operator G, the operator G denotes that in R" (n=2,3)
constructed by the symbol

S(G)(©) == &(A)((1+1¢)w, &) if n=3
and
S(@)(E) =6(G)((1+¢)w) if n=2,
where w = &7, € = (¢,€n), & = (&1, &n1).

The generalized Sapiro-Lopatinskif condition is related to the invertibil-
ity of the operator (3.30). Indeed, let us write the system corresponding to

the operator fR:

r BlU + 1, W =F, in R, (3.31)
(7’+K)£ij —+ Z(AI/) = ﬁg on R2 5 (332)

where Fy € H2(R3), Fy € H'/?(R?).
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Note that the operator r+]§€0 is a singular integral operator with even
rational elliptic principal homogeneous symbol. Then due to Lemma 3.1,
the operator

r Bly : H'Y(RY) — H™T(R?)

is invertible. Therefore from equation (3.31) we can define U. (3.31)
&)(N] = go [T+]§€0] 71}7:
:ffl{[é"*’(ﬁ)]*lrﬁ([é(’)(ﬁ)]*lf(ef))}, (3.33)

where f: ﬁl — T+W;Iv>, £ is an extension operator from Ri to R3 preserving
the function space, while £, is an extension operator R3 to R? by zero, the
operator IT* involved in (3.33) is defined in (3.10); here & (-) denote the
so-called “plus” and “minus” factors in the factorization of the correspond-
ing symbol é() with respect to the variable 5. Note that the function LU
in (3.33) does not depend on the extension operator £.

Substituting (3.33) into (3.32), we get the following pseudodifferential

equation with respect to the unknown function ®:
~(T R F S B) it (8 B) T FWE) }+ LD
=F on R?, (3.34)
where o N
ﬁ = ﬁg - ;7:+R£0 [’I“_i_ﬁfo]_lﬁl.
It can be shown that

T'Ru(y) = [Fo, [T(-6)S(K) (€ F(w)(©)]]

y3 =0+
= Fl, [T e ©Fm©]],  6.39)

where the operator II' is defined as follows:
+oo

W@)E) = 5 [ o€ &) déa tor g€ L)

— 00

while (for details see [21], Appendix C)

. _ 1
H/(g)(g’) = x}g%_,_ r+]:f3i>rc3 [9(5/753)] = Tor /9(5/7 ¢) dg,
e
if the following conditions hold:

(i) g(¢',&3) is rational in &3 and the denominator does not vanish for
nonzero real £ = (¢/,&3) € R?\ {0},

(ii) g(¢,&3) is homogeneous of order m € Z := {0,£1,+2,...} in £ =
(5/753)7 and
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(iii) g(&',&3) is infinitely differentiable with respect to real & = (£/,&3)
for & #£0,
and 7y~ is a contour in the lower complex half-plane orientated counter-
clockwise and enclosing all the poles of the rational function g.
It is clear that if g(&’, () is analytic with respect to ¢ in the lower half-
plane (Im ¢ < 0), then

I'(g)(¢) =0 for all £
Further, we can represent the double-layer potential as
W(p) =P(M" (2 ®ds)), (3.36)
where the distribution M T (® ® §5) is supported on the boundary S and is
defined by the relation
(MT(®®85),9))gs = (B, Mip)s Vi) € D(R?).
In the case if S = R? is the boundary of the half-space, the distribution

® ® g is the direct product ® ® g = ®(zq,x2) x 6(x3) and in view of
(3.35), we can write

(TR 78 B)o)] (87 8) 7 F0ve)) (o} @)
= Folp{ [’?é(f() & ®)]

-1

é(fvﬁ)](f’)fz/%@}. (3.37)

By virtue of the above relations, equation (3.34) can be rewritten in the
form

<1t (8 (B)]

Faly [BE) F@)(E)] = F(y) on B, (3.38)
where )
a&)=e(a+lghw), w= % (3.39)

with e(-) being a homogeneous matrix function of order 1 given by the
equality
~ = ~ 1—1 ) =1~ Sy
() =—w{Te®|[s" B)] I ([6" B 's@®M)})

+8(L)(€) vE #0. (3.40)
If dete(¢’) is different from zero for all £ # 0, then dete(¢’) # 0 for all
¢ € R?, and the corresponding pseudodifferential operator

E: H*(R?) — H*Y(R?),

generated by the left hand-side expression in (3.38), is invertible for all
s € R. In particular, it follows that the system of equations (3.31), (3.32) is
uniquely solvable with respect to (U, ®) in the space H2(R3 ) x H3/2(R?) for
arbitrary right-hand sides (£, Fy) € H?(R%) x HY/2(R?). Consequently,

(+)
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the operator 9 in (3.30) is invertible, which implies that the operator (3.29)
possesses left and right regularizers. In turn, this yields that the operator
(3.28) possesses left and right regularizers, as well. Thus the operator (3.28)
is Fredholm if the matrix

e(¢) = - {TeK)[e" (B) "
(B)]'S(B) M) }(€) +S(D)() (341)

(=)

xH*([@

is non-singular for all ¢ # 0. This condition is called the Sapiro—Lopatinskii
condition (cf. [25], Theorems 12.2 and 23.1, and also formulas (12.27),
(12.25)). Let us show that in our case the Sapiro-Lopatinskii condition
holds. To this end, let us note that the principal homogeneous symbols

6(K), 6(]§), 6(13), and &(L) of the operators K, B, P, and £ in the
chosen local co-ordinate system involved in formula (3.41) read as:
S(K)() = 6] 2A©) - 1,
S(B)(€) = €| *A(), S(P)(&) = —I¢[*,
S(E)(E) = g T ~ik) M7 (€', =ile)
£=(£,&), & =(&.8)

Recall that the matrices 6(+)(]§) and (_)(E) are the so-called “plus” and
“minus” factors in the factorization of the symbol (‘5(]§) with respect to the
variable &3.

We rewrite (3.40) in the form

() = {7 (&(B) - 1)[6 " (B)]
< ([6C)(B)) ' S(B) M) }(€) + S(D)(E)

=e1(¢) +e2() + &(L)(E), (3.43)
where &(L£)(¢') is defined in (3.42) and

(3.42)

~ -1

er(¢) = ~{T &(B)[6")(B)]
x H+([G<—>(]§)]‘16(§)A7T)}(5’), (3.44)

ex(¢) = W{T (6D B)] '+ ([6O(B)] 'B) MT) }(€).  (3.45)
By direct calculations we get
1wt ([6)B)] 's(B) M) ()
. 7”([6<-><1§>]-16<15>><5',nSWT(—z’ec—m3>
27 =0+ &3+ it —m3

— 00

dns




Localized Boundary-Domain Integral Equations Approach . .. 81

. +006(—)]§—1/ MT (e —i
1 lim / [ ( )] (5”73) (_Zfa—WS)

T Tamests (& +it—m)(EF +m)
. (S B)] (e, )M (i€, —iT)
= o2r A G rit-DEEt

J
_ L 2miS OB HE il MT(E, i)
2 t=0+ (& + it +1ilg’)) 2 (—i|&))

L EOBINE, il )M —ilE])
- GEICETED | (3.46)

Now, from (3.44) by virtue of (3.46), we derive

er(§) = - {T e (B)s ) (B)[6)(B)]
<1t ([60®B)] e@®) M) he)
= {7 B ([6®B) 'e®)MT) &)

_H’{ (i€, ~i&s) &) (B) (¢, &)

[S(B)] L, —ile' DM (¢, —il¢')
a 21€ (& + i &) >}(§)
_ il T€.6)80B)E.6))
B H{ &3 +1i¢'| }(f)
[SO)(B)] 1€, —ile' DM (€', —il¢'])
X( 21¢/| )

7'5/ / )
277/ T+z|§’ dr

(SO eI E i)y
R
= T =) 6O B ~il€)
OB e il DM (¢! —il¢')
2]

—_ 1 T ¢! il AAT /¢t et
= g 7€ AEDMIE, D, (3.47)

X

Quite similarly, from (3.45), with the help of (3.46) and Lemma 3.2, we find
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ex() = W{T 6D B)] 1 ([6)(B)] ' s(P) M) }(€)
— - {Fie-ie) [0 (B)) €. &)

SOBY A, e DM (¢, —i¢])
a 26 @+ i¢) >}(5)

~ ) (B)]~ (¢
=i {F(e e PSS )

><([6(‘)( )L —ilg ) MT (€, %Ifl))
2|§’|

( /7‘5’ ) [ (B)] L, T) dT)
/ T+l|£l

6< (B)] M€ —ile M (€ —il¢])
= AN T “lar
4w5/|/7 A€ ] d

(Mf\)[ (¢, =i e T MT(E i)

(% /T YA (¢ )]‘%ﬁ)

x [AD(E =il ] MT (e —ile'). (3.48)
Therefore, in view of relations (3.43), (3.42), (3.47), and (3.48) we finally

obtain
- <2W/T JERC T)]_1d7>

x [ACN (g, =i le )] MT (¢, —ile']).
Since

det (/T JAD ()]~ 1dT> #0 forall & #0

due to Lemma 3.3, and det A7) (¢, =i [¢/]) # 0 and det M(&, —i |¢']) # 0
for all ¢’ # 0 in accordance with (3 6) and (3.26), respectively, we deduce
that

dete(¢) #0 for all & #0.
Therefore for the operator SR the Sapiro-Lopatinskii condition holds and
the operator

R - HT+1(Q) > HT+1/2(S) N HT"rl(Q) % Hr—1/2(5)
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is Fredholm for r > 1.

Step 3. We can now show that Ind 9% = 0. To this end, for t € [0,1] let
us consider the operator

TQBtKO To Wt + To Vﬂ
t(TTK)y Li+(d-I)+Wp

R =

(3.49)

with B; = I 4+ ¢t K and prove that it is homotopic to the operator R = Ry,
where

Wi(g)(y) == —/ [Mi(2,0,) P(x—y)] ' g(x)dS,, ye S, tel0,1], (3.50)
S

and

Lig(y) = [Te(y,8,)Weg(y)] ", ye s, telo 1], (3.51)

with 7 (y, 9y) and M(y, dy) defined in (3.25). Clearly, L= L.

We have to check that for the operator 9, the Sapiro-Lopatinskii condi-
tion is satisfied for all ¢ € [0, 1]. Indeed, in this case the matrix associated
with the Sapiro-Lopatinskif condition reads as (cf. (3.40))

1

e() = —{ Ty (&(By) — 1) [6D(By)]
1+ ([60)(B)] & () M ) }(€) + S(L)(€)
=€) + P () + S(L)(E), (3.52)

where

() = - {Te (B[S (B!
<10 (60 (B)] & (B) M] ) €
R "GN M (€ —ile!
2 (') = H’{ﬁ (&) (B,)] 't ( (60 (B,)] ‘%(f))/%) }(5’),
1
21¢/|

S(Le) () = = To(&, —ile') M] (&', —il¢]). (3.53)

We have to show that e;(£) is non-singular for all £ # 0 and ¢ € [0, 1].
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By direct calculations, we get
e () = {7 [ BT ([6) B)] 6 (@) M/ ) b&)
= { T i) 6B )

(SO (B)] (¢, —ile'|) M (¢, —il¢'))
( 211E + 1) )}(“
[ TE ) (B NEL &)
_ZH{ &+l }(5)
(6B 1€, —ile' )M, (&', —il¢'|)
x ( 21| )

e (-3 [ IS )

[6< (B )} e e M (¢, —ile')
= ("r) T “Lar(—2ile
- 47T|§/‘ /T A )] d ( 2 |£ I)

X

x [A (&, —ile )] M (¢, —ile!))
1 ~ (+) 1
(27 DAl or)
x [A &, —ile )] T M (¢, —ile!)), (3.54)

where Ay(€) = (1= £)[€[21 +tA(€) and A,(¢,&) = A1) (¢, &) AT (€, 6),
ﬁgi) (&', &3) are the “plus” and “minus” polynomial matrix factors in &3 of
the polynomial symbol matrix ;1,5(5', &3).

Analogously to Lemma 3.3, we can prove that the matrix

/T VAT (¢, 7)) dr

is non-singular for all E’ # 0 and for all ¢ € [0,1].
Therefore, by (3.52), (3.54) and (3.26) we have

det e, (&) = det et (f )#0 forall ¢ #0 and for all t€[0,1], (3.55)

which implies that for the operator SR, the Sapiro-Lopatinskii condition is
satisfied.
Hence the operator

R, :Hr+1(Q) > Hr+1/2(5) N HrJrl(Q) % Hrfl/Q(S)
is Fredholm for all » > 1 and for all ¢ € [0, 1].
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Further, we prove that the index of the operator

1,14 roWo + 1,V

. Hr—i—l(Q) % Hr+1/2(5)
0 Lo+Wd-0)+WSg

Ro =

— H™H(Q) x H™Y2(S)

is zero. Towards this end, first we show that the index of the operator L£;
equals zero for all ¢ € [0, 1].
The principal homogeneous symbol matrix of the operator £, reads as
- 1 ~ _ — _
SL(E) = g1 Tl€ €I (€ —il€)

and is elliptic due to (3.26). Consequently, the operator £, : H*+/2(S) —
H*~1/2(S) with s € R is Fredholm for all ¢ € [0, 1]. Moreover, the principal
part of the operator Lo : H'/2(S) — H~'/2(S) is selfadjoint due to the
equality

Log = Lag,

where LA stands for the trace of the normal derivative of the localized
harmonic double-layer potential,

Lagly) = —{ 8n8(y) / 81;(3(;)11) g() dSm}+.
S

Therefore,
IndL=Ind£; =IndL; =Ind Ly =0 for all ¢ € [0, 1] and for all s € R,

implying that the index of the operator SRy equals zero. Since the family of
the operators R, for ¢ € [0, 1] are homotopic, we conclude that

IndR =IndR; = IndR; =IndRy =0 for all ¢ € [0, 1] and for all r > 1.

Step 4. From the equivalence Theorem 2.2 it follows that Ker R = {0} in

the space H™T1(Q) x H"+1/2(S) for all r > 1 and, consequently, the operator
R - Hr+1(Q) > Hr+1/2(S) N HrJrl(Q) % Hrfl/Q(S)

is invertible for all » > 1. O

Corollary 3.5. Let a localizing function x € X{, and the condition (3.26)
be fulfilled. Then the operator

R . H2(Q) x H¥?(S) — H?(Q) x HY?(8)
is invertible.

Proof. Tt is word for word repeats the above proof with r = 1. O
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4. ApPPENDIX A: CLASSES OF LOCALIZING FUNCTIONS

Here we introduce the classes of localizing functions used in the main
text of the paper (for details see the reference [16]).

Definition A.1. We say x € X* for integer k > 0 if x(z) = x(|z|), X €
W§(0,00) and oX(0) € L1(0,00). We say y € X% for integer k > 1 if
x € X*, x(0) =1 and o, (w) > 0 for all w € R, where

¥>0 for w e R\ {0},

] (A1)
[ex(@de tor w0,
0

and Y, (w) denotes the sine-transform of the function x

%@ = [ Wosin(ew) de (A2)
0
We say x € Xﬂ for integer k > 1 if x € Xﬁ and
wX,.(w) <1, YweR. (A.3)

Evidently, we have the following embeddings: X% < X*2 and Xf -

X_]?, ijr - Xfi for k1 > ko. The class X¥ is defined in terms of the
sine-transform. The following lemma provides us with an easily verifiable
sufficient condition for non-negative non-increasing functions to belong to
this class (for details see [16]).

Lemma A.2. Let k> 1. If y € X*, X(0) =1, X(0) > 0 for all o € (0,00),
and X is a non-increasing function on [0,400), then x € X_]f_.

The following examples for x are presented in [16],

|z[ 1"
o () = [1— 5} for |z| < e,

(A.4)
0 for |z| > ¢,
jz?
exp for |z| < ¢,
o= { P lap—al ol (A5)
0 for |z| > ¢,
2] ]
X, (x) = (1 B ?) (1 B 2?) for |o] <e, (A.6)
0 for |z| > e.

One can notice that x, € X_’f_, while x, € X$° due to Lemma A.2, and
Xs € X3. Moreover, x, € X{, for k =2 and k = 3, and x, € X7,, while
X, € X1, and x, € X73 (for details see [16]).
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5. APPENDIX B: PROPERTIES OF LOCALIZED POTENTIALS

Here we collect some theorems describing mapping properties of the lo-
calized potentials. The proofs can be found in [16] (see also [26], Chapter 8
and the references therein).

Here we employ the notation V', W, and P introduced in the main text
for the localized layer and volume potentials, see (2.31)—(2.33). Further,
let us introduce the boundary operators generated by the localized layer
potentials associated with the localized parametrix P(x —y) = Py (z — y),

Voly) = - / P(z —y)g(z)dS,. y €S, (B.1)
S

Woly) = — / [M(z,0,)P(z — )] Tg(x)dSs, yeS,  (B2)

S
Woly) = / [T(4,0,)P(z — y)]g(x) dSa, y € 5, (B.3)
S

£¥9() = [T(.0)Wow)] ", ve s, (B.4)
where T (x,0;) and M(z,d,) are defined in (2.6) and (2.8).

Theorem B.1. The following operators are continuous:

P H5(Q) — HP25(Q; A), —%<5<%, x € X1, (B.5)
CHS(Q) — HST25(Q; A), —%<s<%, x € X1, (B.6)
HA(Q) — HE 53 —5(Q: A), %§s<; Vee(0,1), yeX2, (B.7)

where A is the Laplace operator.

Theorem B.2. The following operators are continuous:

Vi H"3(8) — H*(R?), s<g, if x € X, (B.8)
cHS73(8) — H**~H(QF; A), %<s<g, if x € X2, (B.9)
W H " 3(S) — H3(Q%), s<g, if x € X2, (B.10)
CHS"3(S) — H* Q% A), %<s<g, if x € X3. (B.11)

k 1
Theorem B.3. If x € X" has a compact support and —5 < s < 5, then

the following localized operators are continuous:
Vi H%(S) — HT3(QF) for k=2, (B.12)
W H*PY(S) —s H"3(Q%) for k= 3. (B.13)



88 O. Chkadua, D. Natroshvili

Theorem B.4. Let ¢ € H™2(S) and ¢ € Hz(S). Then the following jump

relations hold on S:

Vi =V =V, xyeX?!, (B.14)
WEp=Fdp+ Wy, xe X2, (B.15)
TV = £dp + W, x € X2, (B.16)
where
d(y) :: % [[iz:k((y) ni‘nl}BXS [elij.(y) ng él]le —— (B.17)
ikt (Y) 1 nlhxg galy)nim Axd
and d(y) is strongly elliptic due to (2.4) .
Theorem B.5. Let —% <s< % The following operators
H*(S) — H*TY(S), x € X?, (B.18)
HS“(S) H*(S), x e X3, (B.19)
" H%(S) — H*(S), x € X3, (B.20)
HS“(S) H5(S), x € X3, (B.21)

are continuous.
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