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ON THE BLOCK SEPARATION OF THE
LINEAR HOMOGENEOUS DIFFERENTIAL SYSTEM WITH OSCILLATING COEFFICIENTS IN THE RESONANCE CASE


#### Abstract

For the linear homogeneous differential system with oscillating coefficients the sufficient conditions of existence of linear transformation reducing this system to a block-diagonal form in a resonance case are obtained.
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## 1. Introduction

In the theory of differential equations of great importance is the problem of separation of a linear homogeneous $n$-th order differential system into $k$ independent systems of orders $n_{1}, n_{2}, \ldots, n_{k}\left(n_{1}+n_{2}+\cdots+n_{k}=n\right)$, in particular, separation of this system into $n$ independent first-order differential equations (full separation). This problem has been considered, for example, in [1-8]. Obviously, it is impossible in a general case to construct transformations explicitly, leading to a separated system. Such a construction assumes for the initial system to be integrable. Therefore, in these studies there was no attempt to construct such a transformation explicitly; these works established only the conditions of its existence, investigated its properties and possibility for its approximate construction, particularly, in the form of asymptotic series. Of importance is also the question on the belonging of elements of a transforming matrix to the same classes as elements of the matrix of the original system.

In his articles [9-12], the author considers the problem of full separation of the system of the kind

$$
\begin{equation*}
\frac{d x}{d t}=(\Lambda(t, \varepsilon)+\mu B(t, \varepsilon, \theta)) x \tag{1}
\end{equation*}
$$

where $\Lambda(t, \varepsilon)=\operatorname{diag}\left(\lambda_{1}(t, \varepsilon), \ldots, \lambda_{n}(t, \varepsilon)\right)$, and the functions $\lambda_{j}(t, \varepsilon)(j=$ $\overline{1, n})$ are, in a definite sense, slowly varying, $\mu$ is a small positive parameter, elements of the matrix $B(t, \varepsilon, \theta)$ are represented by absolutely and uniformly convergent Fourier series with slowly varying coefficients and frequency $\varphi(t, \varepsilon)=\frac{d \theta}{d t}$. At the same time, the cases of resonance absence and presence of resonance, including the special case, have been investigated. For each of these cases the conditions were obtained under which the transforming matrix elements have a structure similar to that of the matrix $B(t, \varepsilon, \theta)$. In this article we study the possibility of block separation of the system (1) into two independent systems of smaller dimensions in a resonance case. Such a statement of the problem has some features as compared with the problems considered in [9-12].

## 2. Basic Notation and Definitions

Let $G=\left\{t, \varepsilon: t \in \mathbf{R}, \varepsilon \in\left[0, \varepsilon_{0}\right], \varepsilon_{0} \in \mathbf{R}^{+}\right\}$.
Definition 1. We say that the function $p(t, \varepsilon)$ is in general complex-valued, belongs to the class $S\left(m ; \varepsilon_{0}\right), m \in \mathbf{N} \cup\{0\}$, if $t, \varepsilon \in G$ and
(1) $p(t, \varepsilon) \in C^{m}(G)$ with respect to $t$;
(2) $d^{k} p(t, \varepsilon) / d t^{k}=\varepsilon^{k} p_{k}^{*}(t, \varepsilon), \sup _{G}\left|p_{k}^{*}(t, \varepsilon)\right|<+\infty(0 \leq k \leq m)$.

Slow variation of a function is understood here in a sense of its belonging to the class $S\left(m ; \varepsilon_{0}\right)$. As examples of this class of functions may serve in a general case complex-valued bounded together with their derivatives up to
the $m$-th order, inclusive, functions depending on the "slow time" $\tau=\varepsilon t$ : $\sin \tau, \operatorname{arctg} \tau$, etc.

Definition 2. We say that the function $f(t, \varepsilon, \theta(t, \varepsilon))$ belongs to the class $F\left(m ; \varepsilon_{0} ; \theta\right), m \in \mathbf{N} \cup\{0\}$, if this function can be represented as

$$
f(t, \varepsilon, \theta(t, \varepsilon))=\sum_{n=-\infty}^{\infty} f_{n}(t, \varepsilon) \exp (i n \theta(t, \varepsilon))
$$

where
(1) $f_{n}(t, \varepsilon) \in S\left(m ; \varepsilon_{0}\right), d^{k} f_{n}(t, \varepsilon) / d t^{k}=\varepsilon^{k} f_{n k}(t, \varepsilon)(n \in \mathbf{Z}, 0 \leq k \leq m)$,
(2) $\|f\|_{F\left(m ; \varepsilon_{0} ; \theta\right)} \stackrel{\text { def }}{=} \sum_{k=0}^{m} \sum_{n=-\infty}^{\infty} \sup _{G}\left|f_{n k}(t, \varepsilon)\right|<+\infty$,
(3) $\theta(t, \varepsilon)=\int_{0}^{t} \varphi(\tau, \varepsilon) d \tau, \varphi(t, \varepsilon) \in \mathbf{R}^{+}, \varphi(t, \varepsilon) \in S\left(m ; \varepsilon_{0}\right), \inf _{G} \varphi(t, \varepsilon)>0$.

In particular, if $\varepsilon=0: \varphi=$ const, $\theta=\varphi t, f_{n}=$ const, then functions of the class $F\left(m ; \varepsilon_{0} ; \theta\right)$ are transformed into $2 \pi / \varphi$-periodic functions of variable $t$,

$$
f(t)=\sum_{n=-\infty}^{\infty} f_{n} e^{i n \varphi t}
$$

such that

$$
\sum_{n=-\infty}^{\infty}\left|f_{n}\right|<+\infty
$$

A set of functions of the class $F\left(m ; \varepsilon_{0} ; \theta\right)$ forms a linear space which transforms into a full normed space by means of the norm $\|\cdot\|_{F\left(m ; \varepsilon_{0}, \theta\right)}$. The following chain of inclusions

$$
F\left(0 ; \varepsilon_{0} ; \theta\right) \supset F\left(1 ; \varepsilon_{0} ; \theta\right) \supset \cdots \supset F\left(m ; \varepsilon_{0} ; \theta\right)
$$

is valid.
Let there be given two functions of the class $F\left(m ; \varepsilon_{0} ; \theta\right)$ :

$$
\begin{aligned}
& u(t, \varepsilon, \theta(t, \varepsilon))=\sum_{n=-\infty}^{\infty} u_{n}(t, \varepsilon) \exp (\operatorname{in} \theta(t, \varepsilon)) \\
& v(t, \varepsilon, \theta(t, \varepsilon))=\sum_{n=-\infty}^{\infty} v_{n}(t, \varepsilon) \exp (i n \theta(t, \varepsilon))
\end{aligned}
$$

We define product of those functions by the formula [13]:

$$
(u v)(t, \varepsilon, \theta(t, \varepsilon))=\sum_{n=-\infty}^{\infty} \sum_{s=-\infty}^{\infty} u_{n-s}(t, \varepsilon) v_{s}(t, \varepsilon) \exp (i n \theta(t, \varepsilon))
$$

Obviously, $u v \in F\left(m ; \varepsilon_{0} ; \theta\right)$. We state some properties of the norm $\|\cdot\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}$. Let $u, v \in F\left(m ; \varepsilon_{0} ; \theta\right), k=$ const. Then
(1) $\|k u\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}=|k|\|u\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}$;
(2) $\|u+v\|_{F\left(m ; \varepsilon_{0} ; \theta\right)} \leq\|u\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}+\|v\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}$;
(3) $\|u v\|_{F\left(m ; \varepsilon_{0} ; \theta\right)} \leq 2^{m}\|u\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}\|v\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}$.

For any $f(t, \varepsilon, \theta) \in F\left(m ; \varepsilon_{0} ; \theta\right)$, we denote:

$$
\Gamma_{n}(f)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t, \varepsilon, u) \exp (-i n u) d u
$$

Let $A(t, \varepsilon, \theta)=\left(a_{j k}(t, \varepsilon, \theta)\right)-(M \times K)$ be the matrix with elements of the class $F\left(m ; \varepsilon_{0} ; \theta\right)$. We denote:

$$
\begin{gathered}
(A)_{j k}=a_{j k} \quad(j=\overline{1, M}, \quad k=\overline{1, K}) \\
\|A\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}^{*}=\max _{1 \leq j \leq M} \sum_{k=1}^{K}\left\|(A)_{j k}\right\|_{F\left(m ; \varepsilon_{0} ; \theta\right)}
\end{gathered}
$$

## 3. Statement of the Problem

Consider the following system of differential equations:

$$
\begin{align*}
\frac{d x_{1}}{d t} & =H_{1}(\varphi) x_{1}+\mu\left(B_{11}(t, \varepsilon, \theta) x_{1}+B_{12}(t, \varepsilon, \theta) x_{2}\right)  \tag{2}\\
\frac{d x_{2}}{d t} & =H_{2}(\varphi) x_{2}+\mu\left(B_{21}(t, \varepsilon, \theta) x_{1}+B_{22}(t, \varepsilon, \theta) x_{2}\right)
\end{align*}
$$

where $x_{1}=\operatorname{colon}\left(x_{11}, \ldots, x_{1 N_{1}}\right), x_{2}=\operatorname{colon}\left(x_{21}, \ldots, x_{2 N_{2}}\right)$,

$$
\begin{aligned}
H_{1}(\varphi) & =\left(\begin{array}{ccccc}
i p \varphi & 0 & \ldots & 0 & 0 \\
1 & i p \varphi & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & i p \varphi
\end{array}\right), \\
H_{2}(\varphi) & =\left(\begin{array}{ccccc}
i r \varphi & 0 & \ldots & 0 & 0 \\
1 & i r \varphi & \ldots & 0 & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & i r \varphi
\end{array}\right)
\end{aligned}
$$

are the Jordan blocks of dimensions $N_{1}$ and $N_{2}$, respectively $\left(N_{1}+N_{2}=N\right)$; $p, r \in \mathbf{Z} ; B_{j k}(t, \varepsilon, \theta)$ are the $\left(N_{j} \times N_{k}\right)$ matrices with elements of the class $F(m ; \varepsilon ; \theta) ; \varphi(t, \varepsilon)$ is the function appearing in the definition of class $F(m ; \varepsilon ; \theta) ; \mu \in(0,1)$. In this sense, we deal with a resonance case.

We study the problem of existence and properties of the transformation of kind:

$$
\begin{equation*}
x_{j}=L_{j 1}(t, \varepsilon, \theta, \mu) \widetilde{x}_{1}+L_{j 2}(t, \varepsilon, \theta, \mu) \widetilde{x}_{2}, \quad j=1,2 \tag{3}
\end{equation*}
$$

where the elements of $\left(N_{j} \times N_{k}\right)$-matrices $L_{j k}(j, k=1,2)$ belong to the class $F\left(m-1 ; \varepsilon_{1} ; \theta\right)\left(0<\varepsilon_{1} \leq \varepsilon_{0}\right)$, reducing the system (2) to the form:

$$
\begin{equation*}
\frac{d \widetilde{x}_{1}}{d t}=D_{N_{1}}(t, \varepsilon, \theta, \mu) \widetilde{x}_{1}, \quad \frac{d \widetilde{x}_{2}}{d t}=D_{N_{2}}(t, \varepsilon, \theta, \mu) \widetilde{x}_{2} \tag{4}
\end{equation*}
$$

where the elements of $\left(N_{j} \times N_{j}\right)$-matrices $D_{N_{j}}(j=1,2)$ likewise belong to the class $F\left(m-1 ; \varepsilon_{1} ; \theta\right)$.

## 4. Auxiliary Results

Lemma 1. Let there be given a matrix differential equation

$$
\begin{equation*}
\frac{d X}{d t}=\left(J_{M}+\sum_{l=1}^{q} P_{l}(t, \varepsilon, \theta) \mu^{l}\right) X-X\left(J_{K}+\sum_{l=1}^{q} Q_{l}(t, \varepsilon, \theta) \mu^{l}\right), \tag{5}
\end{equation*}
$$

where $X$ is $(M \times K)$-matrix, $P_{l}(t, \varepsilon, \theta), Q_{l}(t, \varepsilon, \theta)(l=\overline{1, q})$ are matrices of dimensions $(M \times M)$ and $(K \times K)$ respectively with elements from the class $F(m ; \varepsilon ; \theta)$,

$$
J_{M}=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & 0
\end{array}\right), \quad J_{K}=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & 0
\end{array}\right)
$$

are Jordan blocks of dimensions $M$ and $K$, respectively, whose diagonal elements are equal to zero, $\mu \in(0,1)$.

Then there exists $\mu_{0} \in(0,1)$ such that for any $\mu \in\left(0, \mu_{0}\right)$ there exists transformation of the kind

$$
\begin{equation*}
X=\left(E_{M}+\sum_{l=1}^{q} \Phi_{l}(t, \varepsilon, \theta) \mu^{l}\right) Y\left(E_{K}+\sum_{l=1}^{q} \Psi_{l}(t, \varepsilon, \theta) \mu^{l}\right) \tag{6}
\end{equation*}
$$

where $Y$ is the $(M \times K)$-matrix, $E_{M}, E_{K}$ are identity matrices of dimensions $M$ and $K$ respectively, the elements of $(M \times M)$-matrices $\Phi_{l}$ and those of $(K \times K)$-matrices $\Psi_{l}(l=\overline{1, q})$ belong to the class $F(m ; \varepsilon ; \theta)$ reducing equation (5) to the form:

$$
\begin{align*}
\frac{d Y}{d t} & =\left(J_{M}+\sum_{l=1}^{q} U_{l}(t, \varepsilon) \mu^{l}+\varepsilon \sum_{l=1}^{q} \widetilde{U}_{l}(t, \varepsilon, \theta) \mu^{l}+\mu^{q+1} W_{1}(t, \varepsilon, \theta, \mu)\right) Y- \\
& -Y\left(J_{K}+\sum_{l=1}^{q} V_{l}(t, \varepsilon) \mu^{l}+\varepsilon \sum_{l=1}^{q} \widetilde{V}_{l}(t, \varepsilon, \theta) \mu^{l}+\mu^{q+1} W_{2}(t, \varepsilon, \theta, \mu)\right) \tag{7}
\end{align*}
$$

where $U_{l}(t, \varepsilon), V_{l}(t, \varepsilon)(l=\overline{1, q})$ are the matrices of dimensions $(M \times M)$ and $(K \times K)$, respectively, with elements from the class $S\left(m ; \varepsilon_{0}\right), \widetilde{U}_{l}(t, \varepsilon)$ and $\widetilde{V}_{l}(t, \varepsilon)(l=\overline{1, q})$ are the matrices of dimensions $(M \times M)$ and $(K \times K)$, respectively, with elements from the class $F\left(m-1 ; \varepsilon_{0} ; \theta\right), W_{1}, W_{2}$ are the matrices of dimensions $(M \times M)$ and $(K \times K)$, respectively, with elements from the class $F\left(m-1 ; \varepsilon_{0} ; \theta\right)$.

Proof. We substitute (6) into the system (5) and require for the transformed system to have the form (7). Then for the matrices $\Phi_{l}, \Psi_{l}(l=\overline{1, q})$ we
obtain the following differential equations:

$$
\begin{align*}
\frac{d \Phi_{1}}{d t}= & J_{M} \Phi_{1}-\Phi_{1} J_{M}+P_{1}(t, \varepsilon, \theta)-U_{1}(t, \varepsilon)-\varepsilon \widetilde{U}_{1}(t, \varepsilon, \theta)  \tag{8}\\
\frac{d \Psi_{1}}{d t}= & J_{K} \Psi_{1}-\Psi_{1} J_{K}-Q_{1}(t, \varepsilon, \theta)+V_{1}(t, \varepsilon)+\varepsilon \widetilde{V}_{1}(t, \varepsilon, \theta)  \tag{9}\\
\frac{d \Phi_{l}}{d t}= & J_{M} \Phi_{l}-\Phi_{l} J_{M}+P_{l}(t, \varepsilon, \theta)+\sum_{\nu=1}^{l-1} P_{\nu}(t, \varepsilon, \theta) \Phi_{l-\nu}- \\
& \quad-\sum_{\nu=1}^{l-1} \Phi_{\nu} U_{l-\nu}(t, \varepsilon)-\varepsilon \sum_{\nu=1}^{l-1} \Phi_{\nu} \widetilde{U}_{l-\nu}(t, \varepsilon, \theta)- \\
& \quad-U_{l}(t, \varepsilon)-\varepsilon \widetilde{U}_{l}(t, \varepsilon, \theta), \quad l=\overline{2, q}  \tag{10}\\
\frac{d \Psi_{l}}{d t}= & J_{K} \Psi_{l}-\Psi_{l} J_{K}-Q_{l}(t, \varepsilon, \theta)-\sum_{\nu=1}^{l-1} \Psi_{\nu} Q_{l-\nu}(t, \varepsilon, \theta)+ \\
& \quad+\sum_{\nu=1}^{l-1} V_{\nu}(t, \varepsilon) \Psi_{l-\nu}+\varepsilon \sum_{\nu=1}^{l-1} \widetilde{V}_{\nu}(t, \varepsilon, \theta) \Psi_{l-\nu}+ \\
& +V_{l}(t, \varepsilon)+\varepsilon \widetilde{V}_{l}(t, \varepsilon, \theta), l=\overline{2, q} \tag{11}
\end{align*}
$$

The matrices $W_{1}, W_{2}$ are defined from the equations

$$
\begin{gather*}
\left(E_{M}+\sum_{l=1}^{q} \Phi_{l}(t, \varepsilon, \theta) \mu^{l}\right) W_{1}= \\
=\sum_{s=0}^{q-1}\left[\sum_{\sigma+\delta=s+q+1}\left(P_{\sigma} \Phi_{\delta}-\Phi_{\delta} U_{\sigma}\right)\right] \mu^{s}-\varepsilon \sum_{s=0}^{q-1}\left(\sum_{\sigma+\delta=s+q+1} \Phi_{\sigma} \widetilde{U}_{\delta}\right) \mu^{s}  \tag{12}\\
W_{2}\left(E_{K}+\sum_{l=1}^{q} \Psi_{l}(t, \varepsilon, \theta) \mu^{l}\right)= \\
=\sum_{s=0}^{q-1}\left[\sum_{\sigma+\delta=s+q+1}\left(-\Psi_{\sigma} Q_{\delta}+V_{\sigma} \Psi_{\delta}\right)\right] \mu^{s}+\varepsilon \sum_{s=0}^{q-1}\left(\sum_{\sigma+\delta=s+q+1} \widetilde{V}_{\sigma} \Psi_{\delta}\right) \mu^{s} \tag{13}
\end{gather*}
$$

Based on the equations (8)-(11), we set
$\left(U_{l}\right)_{s M}=\Gamma_{0}\left(\left(T_{l}\right)_{s M}\right)$,
$\left(\Phi_{l}\right)_{s M}=\sum_{\substack{n=-\infty \\(n \neq 0)}}^{\infty} \frac{\Gamma_{n}\left(\left(\Phi_{l}\right)_{s-1, M}+\left(T_{l}\right)_{s M}\right)}{i n \varphi} e^{i n \theta}$,
$\left(\widetilde{U}_{l}\right)_{s M}=-\frac{1}{\varepsilon} \sum_{\substack{n=-\infty \\(n \neq 0)}}^{\infty} \frac{d}{d t}\left(\frac{\Gamma_{n}\left(\left(\Phi_{l}\right)_{s-1, M}+\left(T_{l}\right)_{s M}\right)}{i n \varphi}\right) e^{i n \theta}-\left(\sum_{\nu=1}^{l-1} \Phi_{\nu} \widetilde{U}_{l-\nu}\right)_{s M}$,
$\left(U_{l}\right)_{s, M-j}=\Gamma_{0}\left(\left(T_{l}\right)_{s, M-j}\right)$,

$$
\begin{aligned}
& \left(\Phi_{l}\right)_{s, M-j}=\sum_{\substack{n=-\infty \\
(n \neq 0)}}^{\infty} \frac{\Gamma_{n}\left(\left(\Phi_{l}\right)_{s-1, M-j}-\left(\Phi_{l}\right)_{s, M-j+1}+\left(T_{l}\right)_{s, M-j}\right)}{i n \varphi} e^{i n \theta}, \\
& \left(\widetilde{U}_{l}\right)_{s, M-j}=-\frac{1}{\varepsilon_{n=-\infty}^{n} \sum_{\substack{n \neq 0)}}^{\infty} \frac{d}{d t}\left(\frac{\Gamma_{n}\left(\left(\Phi_{l}\right)_{s-1, M-j}-\left(\Phi_{l}\right)_{s, M-j+1}+\left(T_{l}\right)_{s, M-j}\right)}{i n \varphi}\right) e^{i n \theta}-} \\
& \quad-\left(\sum_{\nu=1}^{l-1} \Phi_{\nu} \widetilde{U}_{l-\nu}\right)_{s, M-j} \quad(s=\overline{1, M} ; \quad j=\overline{1, M-1}),
\end{aligned}
$$

where

$$
T_{l}=P_{l}+\sum_{\nu=1}^{l-1} P_{\nu} \Phi_{l-\nu}-\sum_{\nu=1}^{l-1} \Phi_{\nu} U_{l-\nu} \quad(l=\overline{1, q})
$$

(if $l=1$, then we assume $\sum_{\nu=1}^{l-1}$ to be equal to zero; if $s=1$, then we assume $(\Phi)_{s-1, j}$ to be equal to zero),

$$
\begin{aligned}
\left(V_{l}\right)_{s K}= & \Gamma_{0}\left(\left(R_{l}\right)_{s K}\right), \\
\left(\Psi_{l}\right)_{s K}= & \sum_{\substack{n=-\infty \\
(n \neq 0)}}^{\infty} \frac{\Gamma_{n}\left(\left(\Psi_{l}\right)_{s-1, K}+\left(R_{l}\right)_{s K}\right)}{i n \varphi} e^{i n \theta}, \\
\left(\widetilde{V}_{l}\right)_{s K}= & -\frac{1}{\varepsilon} \sum_{\substack{n=-\infty \\
(n \neq 0)}}^{\infty} \frac{d}{d t}\left(\frac{\Gamma_{n}\left(\left(\Psi_{l}\right)_{s-1, K}+\left(R_{l}\right)_{s K}\right)}{i n \varphi}\right) e^{i n \theta}- \\
& -\left(\sum_{\nu=1}^{l-1} \widetilde{V}_{\nu} \Psi_{l-\nu}\right)_{s K}, \\
\left(V_{l}\right)_{s, K-j}= & \Gamma_{0}\left(\left(R_{l}\right)_{s, K-j}\right), \\
\left(\Psi_{l}\right)_{s, K-j}= & \sum_{\substack{n=-\infty \\
(n \neq 0)}}^{\infty} \frac{\Gamma_{n}\left(\left(\Psi_{l}\right)_{s-1, K-j}-\left(\Psi_{l}\right)_{s, K-j+1}+\left(R_{l}\right)_{s, K-j}\right)}{i n \varphi} e^{i n \theta}, \\
\left(\widetilde{V}_{l}\right)_{s, K-j}= & -\frac{1}{\varepsilon_{n=-\infty}} \sum_{\substack{n=-\infty \\
(n \neq 0)}}^{\infty} \frac{d}{d t}\left(\frac{\Gamma_{n}\left(\left(\Psi_{l}\right)_{s-1, K-j}-\left(\Psi_{l}\right)_{s, K-j+1}+\left(R_{l}\right)_{s, K-j}\right)}{i n \varphi}\right) e^{i n \theta-} \\
& -\left(\sum_{\nu=1}^{l-1} \widetilde{V}_{\nu} \Psi_{l-\nu}\right)_{s, K-j}(s=\overline{1, K} ; j=\overline{1, K-1}),
\end{aligned}
$$

where

$$
R_{l}=-Q_{l}-\sum_{\nu=1}^{l-1} \Psi_{\nu} Q_{l-\nu}+\sum_{\nu=1}^{l-1} V_{\nu} \Psi_{l-\nu} \quad(l=\overline{1, q})
$$

(if $l=1$, then we set $\sum_{\nu=1}^{l-1}$ to be equal to zero; if $s=1$, then we set $(\Psi)_{s-1, j}$ to be equal to zero).

Then for sufficiently small values $\mu$, the matrices $W_{1}, W_{2}$ are uniquely defined from equations (12), (13).

Consider now the matrix differential equation

$$
\begin{align*}
\frac{d X}{d t}= & J_{M} X-X J_{K}+F(t, \varepsilon, \theta)+\mu(A(t, \varepsilon, \theta) X- \\
& -X B(t, \varepsilon, \theta))-\mu^{2} X R(t, \varepsilon, \theta) X \tag{14}
\end{align*}
$$

where $X$ is the $(M \times K)$-matrix, $F, A, B, R$ are matrices of dimensions $(M \times K),(M \times M),(K \times K),(K \times M)$, respectively, whose all elements belong to the class $F(m ; \varepsilon ; \theta)$.

Lemma 2. Let equation (14) satisfy one of the sets of conditions I, II, III:
I. (1) $M<K$,
(2) $\sum_{s=1}^{j} \Gamma_{0}\left((F)_{s, K-j+s}\right) \equiv 0, j=\overline{1, M}$,
(3) $\inf _{G}\left|\Gamma_{0}\left((B)_{1 K}\right)\right|>0$;
II. (1) $M=K$,
(2) $\sum_{s=1}^{j} \Gamma_{0}\left((F)_{s, K-j+s}\right) \equiv 0, j=\overline{1, M}$,
(3) $\inf _{G}\left|\Gamma_{0}\left((A)_{1 M}-(B)_{1 M}\right)\right|>0$;
III. (1) $M>K$,
(2) $\sum_{s=1}^{j} \Gamma_{0}\left((F)_{s, K-j+s}\right) \equiv 0, j=\overline{1, K}$,
(3) $\inf _{G}\left|\Gamma_{0}\left((A)_{1 M}\right)\right|>0$.

Then there exists $\left.\mu_{1} \in\right] 0,1[$ such that for any $\mu \in] 0, \mu_{1}[$ there exists the transformation of the kind

$$
\begin{equation*}
X=\sum_{s=0}^{2 q-1} \Xi_{s}(t, \varepsilon, \theta) \mu^{s}+\Phi(t, \varepsilon, \theta, \mu) Y \Psi(t, \varepsilon, \theta, \mu), \tag{15}
\end{equation*}
$$

where the elements of $(M \times K)$-matrices $\Xi_{s}(s=\overline{0,2 q-1})$, of $(M \times M)$ matrix $\Phi$ and of $(K \times K)$-matrix $\Psi$ belong to the class $F\left(m ; \varepsilon_{0}, \theta\right) \forall \mu \in$ $\left(0, \mu_{1}\right)$, reducing the equation (14) to the form

$$
\begin{align*}
\frac{d Y}{d t} & =J_{M} Y-Y J_{K}+\left(\sum_{l=1}^{q} U_{l}(t, \varepsilon) \mu^{l}\right) Y-Y\left(\sum_{l=1}^{q} V_{l}(t, \varepsilon) \mu^{l}\right)+ \\
& +\varepsilon(\widetilde{U}(t, \varepsilon, \theta, \mu) Y-Y \widetilde{V}(t, \varepsilon, \theta, \mu))+ \\
& +\mu^{q+1}\left(\widetilde{W}_{1}(t, \varepsilon, \theta, \mu) Y-Y \widetilde{W}_{2}(t, \varepsilon, \theta, \mu)\right)+ \\
& +\varepsilon G(t, \varepsilon, \theta, \mu)+\mu^{2 q} H(t, \varepsilon, \theta, \mu)+\mu Y R_{1}(t, \varepsilon, \theta, \mu) Y \tag{16}
\end{align*}
$$

where the elements of matrices $U_{l}, V_{l}(l=\overline{1, q})$ belong to the class $S\left(m ; \varepsilon_{0}\right)$, and the elements of matrices $\widetilde{U}, \widetilde{V}, \widetilde{W}_{1}, \widetilde{W}_{2}, G, H, R_{1}$ of the corresponding dimensions belong to the class $F\left(m-1 ; \varepsilon_{0} ; \theta\right)$.

Proof. Along with the equation (14), we consider an auxiliary matrix equation

$$
\begin{align*}
\varphi(t, \varepsilon) \frac{d \Xi}{d \theta}=J_{M} \Xi- & \Xi J_{K}+F(t, \varepsilon, \theta)+ \\
& +\mu(A(t, \varepsilon, \theta) \Xi-\Xi B(t, \varepsilon, \theta))-\mu^{2} \Xi R(t, \varepsilon, \theta) \Xi \tag{17}
\end{align*}
$$

where $t, \varphi$ are considered as constants. The matrices-functions $F(t, \varepsilon, \theta)$, $A(t, \varepsilon, \theta), B(t, \varepsilon, \theta), R(t, \varepsilon, \theta)$ are $2 \pi$-periodic with respect to $\theta$. We construct, according to the Poincare method of small parameter [14], an approximate $2 \pi$-periodic with respect to $\theta$ solution of the equation (17) in the form of a sum:

$$
\begin{equation*}
\Xi=\sum_{s=o}^{2 q-1} \Xi_{s}(t, \varepsilon, \theta) \mu^{s} . \tag{18}
\end{equation*}
$$

The coefficients $\Xi_{s}$ are determined from the following chain of linear nonhomogeneous matrix differential equations:

$$
\begin{align*}
\varphi(t, \varepsilon) \frac{d \Xi_{0}}{d \theta}= & J_{M} \Xi_{0}-\Xi_{0} J_{K}+F(t, \varepsilon, \theta)  \tag{19}\\
\varphi(t, \varepsilon) \frac{d \Xi_{1}}{d \theta}= & J_{M} \Xi_{1}-\Xi_{1} J_{K}+A(t, \varepsilon, \theta) \Xi_{0}-\Xi_{0} B(t, \varepsilon, \theta)  \tag{20}\\
\varphi(t, \varepsilon) \frac{d \Xi_{2}}{d \theta}= & J_{M} \Xi_{2}-\Xi_{2} J_{K}+A(t, \varepsilon, \theta) \Xi_{1}-\Xi_{1} B(t, \varepsilon, \theta)- \\
& \quad-\Xi_{0} R(t, \varepsilon, \theta) \Xi_{0},  \tag{21}\\
\varphi(t, \varepsilon) \frac{d \Xi_{s}}{d \theta}= & J_{M} \Xi_{s}-\Xi_{s} J_{K}+A(t, \varepsilon, \theta) \Xi_{s-1}-\Xi_{s-1} B(t, \varepsilon, \theta)- \\
& \quad-\sum_{l=0}^{s-2} \Xi_{l} R(t, \varepsilon, \theta) \Xi_{s-2-l}, \quad s=\overline{3,2 q-1} . \tag{22}
\end{align*}
$$

First consider the case $M<K$. The condition I.(2) ensures the existence of a $2 \pi$-periodic with respect to $\theta$ solution $\Xi_{0}(t, \varepsilon, \theta)$ of the equation (19) having the form

$$
\begin{equation*}
\Xi_{0}(t, \varepsilon, \theta)=C_{0}(t, \varepsilon)+\widetilde{\Xi}_{0}(t, \varepsilon, \theta) \tag{23}
\end{equation*}
$$

where $\widetilde{\Xi}_{0}(t, \varepsilon, \theta)$ is the known matrix whose elements belong to the class $F\left(m ; \varepsilon_{0} ; \theta\right)$, and $(M \times K)$-matrix $C_{0}(t, \varepsilon)$ has the form

$$
C_{0}(t, \varepsilon)=\left(\begin{array}{ccccccc}
c_{01}(t, \varepsilon) & 0 & \ldots & 0 & 0 & \ldots & 0 \\
c_{02}(t, \varepsilon) & c_{01}(t, \varepsilon) & \ldots & 0 & 0 & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \\
c_{0 M}(t, \varepsilon) & c_{0, M-1}(t, \varepsilon) & \ldots & c_{01}(t, \varepsilon) & 0 & \ldots & 0
\end{array}\right),
$$

where the scalar functions $c_{01}, \ldots, c_{0 M}$ are determined from the following system of equations:

$$
\begin{equation*}
\sum_{s=1}^{j} \Gamma_{0}\left(\left(A \Xi_{0}-\Xi_{0} B\right)_{s, K-j+s}\right)=0, \quad j=\overline{1, M} \tag{24}
\end{equation*}
$$

We represent the matrices $A$ and $B$ in the form

$$
\begin{aligned}
& A(t, \varepsilon, \theta)=A_{0}(t, \varepsilon)+\sum_{\substack{n=-\infty \\
(n \neq 0)}}^{\infty} A_{n}(t, \varepsilon) e^{i n \theta} \\
& B(t, \varepsilon, \theta)=B_{0}(t, \varepsilon)+\sum_{\substack{n=-\infty \\
(n \neq 0)}}^{\infty} B_{n}(t, \varepsilon) e^{i n \theta}
\end{aligned}
$$

Then it is easy to verify that the system (24) is a system of $M$ linear algebraic equations with respect to the functions $c_{01}, \ldots, c_{0 M}$ :

$$
\begin{equation*}
\sum_{s=1}^{j}\left(A_{0}(t, \varepsilon) C_{0}-C_{0} B_{0}(t, \varepsilon)\right)_{s, K-j+s}=h_{0 j}^{*}(t, \varepsilon), \quad j=\overline{1, M} \tag{25}
\end{equation*}
$$

where $h_{01}^{*}, \ldots, h_{0 M}^{*}$ are the known functions of the class $S\left(m ; \varepsilon_{0}\right)$. Determinant of this system has a triangular form, and absolute values of all its diagonal elements are equal to $\left|\left(B_{0}(t, \varepsilon)\right)_{1 K}\right|$. Therefore, the condition I.(3) ensures the existence of a unique solution $c_{01}^{*}(t, \varepsilon), \ldots, c_{0 M}^{*}(t, \varepsilon)$ of the system (25), and this solution belongs to the class $S\left(m ; \varepsilon_{0}\right)$.

Using the above found $2 \pi$-periodic with respect to $\theta$ solution (23) of the equation (19), we construct a $2 \pi$-periodic with respect to $\theta$ solution of the equation (20) of the form

$$
\begin{equation*}
\Xi_{1}(t, \varepsilon, \theta)=C_{1}(t, \varepsilon)+\widetilde{\Xi}_{1}(t, \varepsilon, \theta) \tag{26}
\end{equation*}
$$

where $\widetilde{\Xi}_{1}(t, \varepsilon, \theta)$ is the known matrix, whose elements belong to the class $F\left(m ; \varepsilon_{0} ; \theta\right)$, and the $(M \times K)$-matrix $C_{1}(t, \varepsilon)$ has the form

$$
C_{1}(t, \varepsilon)=\left(\begin{array}{ccccccc}
c_{11}(t, \varepsilon) & 0 & \ldots & 0 & 0 & \ldots & 0 \\
c_{12}(t, \varepsilon) & c_{11}(t, \varepsilon) & \ldots & 0 & 0 & \ldots & 0 \\
\ldots \ldots \ldots \ldots & \ldots \ldots \ldots & \ldots & \ldots \ldots & \ldots & \ldots & \ldots \\
c_{1 M}(t, \varepsilon) & c_{1, M-1}(t, \varepsilon) & \ldots & c_{11}(t, \varepsilon) & 0 & \ldots & 0
\end{array}\right) .
$$

The scalar functions $c_{11}, \ldots, c_{1 M}$ are determined from the system of linear algebraic equations

$$
\begin{equation*}
\sum_{s=1}^{j}\left(A_{0}(t, \varepsilon) C_{1}-C_{1} B_{0}(t, \varepsilon)\right)_{s, K-j+s}=h_{1 j}^{*}(t, \varepsilon), \quad j=\overline{1, M} \tag{27}
\end{equation*}
$$

where $h_{11}^{*}, \ldots, h_{1 M}^{*}$ are the known functions of the class $S\left(m ; \varepsilon_{0}\right)$. Therefore the condition I.(3) ensures the existence of a unique solution of the system (27), as well. Proceeding just as above, we find a $2 \pi$-periodic with respect
to $\theta$ solutions of the equations (21), (22). The elements of all these solutions belong to the class $F\left(m ; \varepsilon_{0}, \theta\right)$.

Consider now the case $M=K$. The condition II.(2) ensures the existence of a $2 \pi$-periodic with respect to $\theta$ solution of the equation (19) having the form (23), where the $(M \times M)$-matrix $C_{0}(t, \varepsilon)$ takes the form

$$
C_{0}(t, \varepsilon)=\left(\begin{array}{cccc}
c_{01}(t, \varepsilon) & 0 & \ldots & 0 \\
c_{02}(t, \varepsilon) & c_{01}(t, \varepsilon) & \ldots & 0 \\
\ldots \ldots \ldots \ldots & \ldots \ldots \ldots & \ldots & \ldots \ldots \\
c_{0 M}(t, \varepsilon) & c_{0, M-1}(t, \varepsilon) & \ldots & c_{01}(t, \varepsilon)
\end{array}\right)
$$

The scalar functions $c_{01}(t, \varepsilon), \ldots, c_{0 M}(t, \varepsilon)$ are determined from the following system of linear algebraic equations:

$$
\begin{equation*}
\sum_{s=1}^{j}\left(A_{0}(t, \varepsilon) C_{0}-C_{0} B_{0}(t, \varepsilon)\right)_{s, K-j+s}=g_{0 j}^{*}(t, \varepsilon), \quad j=\overline{1, M} \tag{28}
\end{equation*}
$$

where $g_{01}^{*}, \ldots, g_{0 M}^{*}$ are the known functions of the class $S\left(m ; \varepsilon_{0}\right)$. Determinant of this system has a triangular form, and absolute values of all its diagonal elements are equal to $\mid\left(A_{0}(t, \varepsilon)_{1 M}-\left(B_{0}(t, \varepsilon)\right)_{1 M} \mid\right.$. Therefore the condition II.(3) ensures the existence of a unique solution $c_{01}^{*}(t, \varepsilon), \ldots, c_{0 M}^{*}(t, \varepsilon)$ of the system (28), and this solution belongs to the class $S\left(m ; \varepsilon_{0}\right)$.

Thus we have fully determined the $2 \pi$-periodic with respect to $\theta$ solution of the equation (19). Next, in a full analogy with the case $M<K$, we determined $2 \pi$-periodic with respect to $\theta$ solutions of the equations (20), (21), (22).

In case $M>K$, the matrix $C_{0}(t, \varepsilon)$ in (23) is of the form

The scalar functions $c_{01}(t, \varepsilon), \ldots, c_{0 K}(t, \varepsilon)$ are determined from the following system of linear algebraic equations:

$$
\begin{equation*}
\sum_{s=1}^{j}\left(A_{0}(t, \varepsilon) C_{0}-C_{0} B_{0}(t, \varepsilon)\right)_{s, K-j+s}=f_{0 j}^{*}(t, \varepsilon), \quad j=\overline{1, K} \tag{29}
\end{equation*}
$$

where $f_{01}^{*}, \ldots, f_{0 M}^{*}$ are the known functions of the class $S\left(m ; \varepsilon_{0}\right)$. Determinant of this system has a triangular form, and absolute values of all its diagonal elements are equal to $\mid\left(A_{0}(t, \varepsilon)_{1 M} \mid\right.$. Therefore the condition III.(3) ensures the existence of a unique solution $c_{01}^{*}(t, \varepsilon), \ldots, c_{0 K}^{*}(t, \varepsilon)$ of the system (29), and this solution belongs to the class $S\left(m ; \varepsilon_{0}\right)$. Next, analogously to the case $M<K$, we determine a $2 \pi$-periodic with respect to $\theta$ solutions
of the equations (20), (21), (22). The elements of all these solutions belong to the class $F\left(m ; \varepsilon_{0} ; \theta\right)$.

Substituting in (14)

$$
\begin{equation*}
X=\sum_{s=0}^{2 q-1} \Xi_{s}(t, \varepsilon, \theta) \mu^{s}+\widetilde{X} \tag{30}
\end{equation*}
$$

where $\widetilde{X}$ is a new unknown matrix, we obtain

$$
\begin{align*}
\frac{d \widetilde{X}}{d t} & =J_{M} \widetilde{X}-\widetilde{X} J_{K}+\varepsilon G_{1}(t, \varepsilon, \theta, \mu)+\mu^{2 q} H_{1}(t, \varepsilon, \theta, \mu)+ \\
& +\left(\sum_{l=1}^{q} P_{l}(t, \varepsilon, \theta) \mu^{l}\right) \widetilde{X}-\widetilde{X}\left(\sum_{l=1}^{q} Q_{l}(t, \varepsilon, \theta) \mu^{l}\right)+ \\
& +\mu^{q+1}\left(W_{1}^{*}(t, \varepsilon, \theta, \mu) \widetilde{X}-\widetilde{X} W_{2}^{*}(t, \varepsilon, \theta, \mu)\right)+\mu^{2} \widetilde{X} R(t, \varepsilon, \theta) \widetilde{X} \tag{31}
\end{align*}
$$

By Lemma 1, using the substitution of the kind

$$
\widetilde{X}=\left(E_{M}+\sum_{l=1}^{q} \Phi_{l}(t, \varepsilon, \theta) \mu^{l}\right) Y\left(E_{K}+\sum_{l=1}^{q} \Psi_{l}(t, \varepsilon, \theta) \mu^{l}\right)
$$

we reduce the equation (31) to the form (16).
We introduce the matrices

$$
U(t, \varepsilon, \mu)=\sum_{l=1}^{q} U_{l}(t, \varepsilon) \mu^{l}, \quad V(t, \varepsilon, \mu)=\sum_{l=1}^{q} V_{l}(t, \varepsilon) \mu^{l},
$$

where $U_{l}$ and $V_{l}(l=\overline{1, q})$ are defined in Lemma 2.
Lemma 3. Let the equation (16) satisfy the following conditions:
(1) eigenvalues $\lambda_{1 j}(t, \varepsilon, \mu)(j=\overline{1, M})$ of the matrix $J_{M}+U(t, \varepsilon, \mu)$ and $\lambda_{2 s}(t, \varepsilon, \mu)(s=\overline{1, K})$ of the matrix $J_{K}+V(t, \varepsilon, \mu)$ are such that

$$
\begin{aligned}
& \inf _{G}\left|\operatorname{Re}\left(\lambda_{1 j}(t, \varepsilon, \mu)-\lambda_{2 s}(t, \varepsilon, \mu)\right)\right| \geq \gamma_{0} \mu^{q_{0}} \\
& \left(\gamma_{0}>0, \quad 0<q_{0} \leq q ; \quad j=\overline{1, M}, \quad s=\overline{1, K}\right)
\end{aligned}
$$

(2) there exist the $(M \times M)$-matrix $L_{1}(t, \varepsilon, \mu)$ and the $(K \times K)$-matrix $L_{2}(t, \varepsilon, \mu)$ such that
(a) all elements of these matrices belong to the class $S\left(m ; \varepsilon_{0}\right) \subset$ $F\left(m ; \varepsilon_{0} ; \theta\right)$;
(b) $\left\|L_{j}^{-1}(t, \varepsilon, \mu)\right\|_{F\left(m \varepsilon_{0}, \theta\right)}^{*} \leq M_{1} \mu^{-\alpha}, M_{1} \in(0,+\infty), \alpha \in[0, q]$, $j=1,2$;
(c) $L_{1}^{-1}\left(J_{M}+U\right) L_{1}=\Lambda_{1}(t, \varepsilon, \mu), L_{2}\left(J_{K}+V\right) L_{2}^{-1}=\Lambda_{2}(t, \varepsilon, \mu)$, where $\Lambda_{1}=\operatorname{diag}\left(\lambda_{11}, \ldots, \lambda_{1 M}\right), \Lambda_{2}=\operatorname{diag}\left(\lambda_{21}, \ldots, \lambda_{2 K}\right)$;
(3) $q>q_{0}+\alpha-1 / 2$.

Then there exist $\mu_{2} \in(0,1)$ and $K^{*} \in(0,+\infty)$ such that for any $\mu \in\left(0, \mu_{2}\right)$ the matrix differential equation (16) has a particular solution $Y(t, \varepsilon, \theta, \mu)$ such that all its elements belong to the class $F\left(m-1 ; \varepsilon_{1}(\mu) ; \theta\right)$, where $\varepsilon_{1}(\mu)=$ $\min \left(\varepsilon_{0}, K^{*} \mu^{2 q_{0}+2 \alpha-1}\right)$.

Proof. In the equation (16), we perform the substitution

$$
\begin{equation*}
Y=\frac{\varepsilon+\mu^{2 q}}{\mu^{q_{0}+2 \alpha}} L_{1}(t, \varepsilon, \mu) Z L_{2}(t, \varepsilon, \mu), \tag{32}
\end{equation*}
$$

where $Z$ is a new unknown $(M \times K)$-matrix. We obtain

$$
\begin{align*}
\frac{d Z}{d t} & =\Lambda_{1}(t, \varepsilon, \mu) Z-Z \Lambda_{2}(t, \varepsilon, \mu)+\varepsilon\left(\widetilde{U}_{1}(t, \varepsilon, \theta, \mu) Z-Z \widetilde{V}_{1}(t, \varepsilon, \theta, \mu)\right)+ \\
& +\mu^{q+1}\left(\widetilde{W}_{3}(t, \varepsilon, \theta, \mu) Z-Z \widetilde{W}_{4}(t, \varepsilon, \theta, \mu)\right)+ \\
& +\frac{\varepsilon \mu^{q_{0}+2 \alpha}}{\varepsilon+\mu^{2 q}} G_{2}(t, \varepsilon, \theta, \mu)+\frac{\mu^{2 q+2 \alpha+q_{0}}}{\varepsilon+\mu^{2 q}} H_{2}(t, \varepsilon, \theta, \mu)+ \\
& +\frac{\varepsilon+\mu^{2 q}}{\mu^{q_{0}+2 \alpha-1}} Z R_{2}(t, \varepsilon, \theta, \mu) Z \tag{33}
\end{align*}
$$

where

$$
\begin{gathered}
G_{2}=L_{1}^{-1} G_{1} L_{2}^{-1}, \quad H_{2}=L_{1}^{-1} H_{1} L_{2}^{-1} \\
\widetilde{U}_{1}=L_{1}^{-1} \widetilde{U} L_{1}-\varepsilon^{-1} L_{1}^{-1}\left(d L_{1} / d t\right), \quad \widetilde{V}_{1}=L_{2} \widetilde{U} L_{2}^{-1}+\varepsilon^{-1}\left(d L_{2} / d t\right) L_{2}^{-1} \\
\widetilde{W}_{3}=L_{1}^{-1} \widetilde{W}_{1} L_{1}, \quad \widetilde{W}_{4}=L_{2} \widetilde{W}_{2} L_{2}^{-1}, \quad R_{2}=L_{2} R_{1} L_{1}
\end{gathered}
$$

All elements of these matrices belong to the class $F\left(m-1 ; \varepsilon_{0} ; \theta\right)$.
Owing to the formulas for matrices $G_{2}, H_{2}, \widetilde{U}_{1}, \widetilde{V}_{1}, \widetilde{W}_{3}, \widetilde{W}_{4}$ and the condition $2(\mathrm{~b})$ of the lemma, there exists $K_{2} \in(0,+\infty)$ such that

$$
\begin{gathered}
\left\|G_{2}\right\|_{F(m-1 ; \varepsilon ; \theta)} \leq \frac{K_{2}}{\mu^{2 \alpha}}, \quad\left\|H_{2}\right\|_{F(m-1 ; \varepsilon ; \theta)} \leq \frac{K_{2}}{\mu^{2 \alpha}} \\
\left\|\widetilde{U}_{1}\right\|_{F(m-1 ; \varepsilon ; \theta)} \leq \frac{K_{2}}{\mu^{\alpha}}, \quad\left\|\widetilde{V}_{1}\right\|_{F(m-1 ; \varepsilon ; \theta)} \leq \frac{K_{2}}{\mu^{\alpha}} \\
\left\|\widetilde{W}_{3}\right\|_{F(m-1 ; \varepsilon ; \theta)} \leq \frac{K_{2}}{\mu^{\alpha}}, \quad\left\|\widetilde{W}_{4}\right\|_{F(m-1 ; \varepsilon ; \theta)} \leq \frac{K_{2}}{\mu^{\alpha}}, \quad\left\|R_{2}\right\|_{F(m-1 ; ; ; \theta)} \leq K_{2}
\end{gathered}
$$

Along with the equation (33), we consider the matrix linear differential equation

$$
\begin{align*}
\frac{d Z_{0}}{d t} & =\Lambda_{1}(t, \varepsilon, \mu) Z_{0}-Z_{0} \Lambda_{2}(t, \varepsilon, \mu)+ \\
& +\frac{\varepsilon \mu^{q_{0}+2 \alpha}}{\varepsilon+\mu^{2 q}} G_{2}(t, \varepsilon, \theta, \mu)+\frac{\mu^{2 q+2 \alpha+q_{0}}}{\varepsilon+\mu^{2 q}} H_{2}(t, \varepsilon, \theta, \mu) \tag{34}
\end{align*}
$$

It is easy to see that this equation is a system of $M K$ independent scalar first-order differential equations

$$
\begin{align*}
& \frac{d\left(Z_{0}\right)_{j s}}{d t}=\left(\lambda_{1 j}(t, \varepsilon, \mu)-\lambda_{2 s}(t, \varepsilon, \mu)\right) d\left(Z_{0}\right)_{j s}+ \\
&+\frac{\varepsilon \mu^{q_{0}+2 \alpha}}{\varepsilon+\mu^{2 q}}\left(G_{2}(t, \varepsilon, \theta, \mu)\right)_{j s}+\frac{\mu^{2 q+2 \alpha+q_{0}}}{\varepsilon+\mu^{2 q}}\left(H_{2}(t, \varepsilon, \theta, \mu)\right)_{j s}  \tag{35}\\
& \quad j=\overline{1, M}, \quad s=\overline{1, K}
\end{align*}
$$

In [13], it has been shown that the conditions of the lemma provide us with the existence of a unique particular solution $\left(Z_{0}(t, \varepsilon, \theta, \mu)\right)_{j s}(j=\overline{1, M}$, $s=\overline{1, K})$ of the system (35), which belongs to the class $F\left(m-1 ; \varepsilon_{0} ; \theta\right)$, and in addition, there exists $K_{0} \in(0,+\infty)$ such that

$$
\begin{gathered}
\left\|\left(Z_{0}\right)_{j s}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)} \leq \\
\leq \frac{K_{0}}{\mu^{q_{0}}}\left(\frac{\varepsilon \mu^{q_{0}+2 \alpha}}{\varepsilon+\mu^{2 q}}\left\|\left(G_{2}\right)_{j s}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}+\frac{\mu^{2 q+2 \alpha+q_{0}}}{\varepsilon+\mu^{2 q}}\left\|\left(H_{2}\right)_{j s}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}\right) .
\end{gathered}
$$

Hence the equation (34) has a particular solution $Z_{0}(t, \varepsilon, \theta, \mu)$ all elements of which belong to the class $F\left(m-1 ; \varepsilon_{0} ; \theta\right)$ and, in addition, there exists $K_{1} \in(0,+\infty)$ such that

$$
\begin{gather*}
\left\|Z_{0}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}^{*} \leq \\
\leq \frac{K_{1}}{\mu^{q_{0}}}\left(\frac{\varepsilon \mu^{q_{0}+2 \alpha}}{\varepsilon+\mu^{2 q}}\left\|G_{2}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}^{*}+\frac{\mu^{2 q+2 \alpha+q_{0}}}{\varepsilon+\mu^{2 q}}\left\|H_{2}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}^{*}\right) . \tag{36}
\end{gather*}
$$

We seek for a solution of the equation (33) all elements of which belong to the class $F\left(m-1 ; \varepsilon_{1} ; \theta\right)$, by using the iterative method, identifying $Z_{0}(t, \varepsilon, \theta, \mu)$ as an initial approximation, and subsequent iterations are defined as a solutions all elements of which belong to the class $F\left(m-1 ; \varepsilon_{1} ; \theta\right)$ of linear inhomogeneous matrix differential equations

$$
\begin{align*}
\frac{d Z_{\nu+1}}{d t} & =\Lambda_{1}(t, \varepsilon, \mu) Z_{\nu+1}-Z_{\nu+1} \Lambda_{2}(t, \varepsilon, \mu)+ \\
& +\frac{\varepsilon \mu^{q_{0}+2 \alpha}}{\varepsilon+\mu^{2 q}} G_{2}(t, \varepsilon, \theta, \mu)+\frac{\mu^{2 q+2 \alpha+q_{0}}}{\varepsilon+\mu^{2 q}} H_{2}(t, \varepsilon, \theta, \mu)+ \\
& +\varepsilon\left(\widetilde{U}_{1}(t, \varepsilon, \theta, \mu) Z_{\nu}-Z_{\nu} \widetilde{V}_{1}(t, \varepsilon, \theta, \mu)\right)+ \\
& +\mu^{q+1}\left(\widetilde{W}_{3}(t, \varepsilon, \theta, \mu) Z_{\nu}-Z_{\nu} \widetilde{W}_{4}(t, \varepsilon, \theta, \mu)\right)+ \\
& +\frac{\varepsilon+\mu^{2 q}}{\mu^{q_{0}+2 \alpha-1}} Z_{\nu} R_{2}(t, \varepsilon, \theta, \mu) Z_{\nu}, \quad \nu=0,1,2, \ldots \tag{37}
\end{align*}
$$

Denote

$$
\Omega=\left\{Z \in F\left(m-1 ; \varepsilon_{0} ; \theta\right):\left\|Z-Z_{0}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}^{*} \leq d\right\}
$$

Using a technique known as contraction mapping principle [15], it is not difficult to show that if

$$
\begin{align*}
& K_{1} K_{2}\left(\frac{\varepsilon+\mu^{q+1}}{\mu^{q_{0}+\alpha}} 2^{m}\left(\left\|Z_{0}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}^{*}+d\right)+\right. \\
& \left.\quad \quad+\frac{\varepsilon+\mu^{2 q}}{\mu^{2 q_{0}+2 \alpha-1}} 2^{2 m-2}\left(\left\|Z_{0}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}^{*}+d\right)^{2}\right) \leq d_{0}<d \tag{38}
\end{align*}
$$

all iterations (37) belong to $\Omega$. And if

$$
\begin{equation*}
K_{1} K_{2}\left(\frac{\varepsilon+\mu^{q+1}}{\mu^{q_{0}+\alpha}} 2^{m}+\frac{\varepsilon+\mu^{2 q}}{\mu^{2 q_{0}+2 \alpha-1}} 2^{2 m-1}\left(\left\|Z_{0}\right\|_{F\left(m-1 ; \varepsilon_{0} ; \theta\right)}^{*}+d\right)\right)<1 \tag{39}
\end{equation*}
$$

then the process (37) converges to a solution of the equation (33) all elements of which belong to class the $F\left(m-1 ; \varepsilon_{1} ; \theta\right)$. The inequalities (38), (39) hold due to the conditions (3) of lemma for sufficiently small $\mu$ and $\varepsilon /$ $\mu^{2 q_{0}+2 \alpha-1}$. Therefore $\varepsilon_{1}(\mu)=K^{*} \mu^{2 q_{0}+2 \alpha-1}$, where $K^{*}$ is a sufficiently small constant.

The following lemma is an immediate consequence of the above one.
Lemma 4. Let the equation (14) satisfy all conditions of Lemma 2, and the equation (16) obtained from (14) by means of the transformation (15) satisfy the conditions of Lemma 3. Then there exists $\mu_{3} \in(0,1), K_{3} \in(0,+\infty)$ such that for any $\mu \in\left(0, \mu_{3}\right)$ the equation (14) has a particular solution which belongs to the class $F\left(m-1 ; \varepsilon_{2}(\mu) ; \theta\right)$, where $\varepsilon_{2}(\mu)=K_{2} \mu^{2 q_{0}+2 \alpha-1}$, and $q_{0}, \alpha$ are defined in Lemma 2.

## 5. The Basic Results

Getting back to the system (2), we make transformation

$$
\begin{equation*}
x_{1}=e^{i p \theta} y_{1}, \quad x_{2}=e^{i r \theta} y_{2} . \tag{39}
\end{equation*}
$$

We obtain

$$
\begin{align*}
& \frac{d y_{1}}{d t}=J_{N_{1}} y_{1}+\mu\left(\widetilde{B}_{11}(t, \varepsilon, \theta) y_{1}+\widetilde{B}_{12}(t, \varepsilon, \theta) y_{2}\right) \\
& \frac{d y_{2}}{d t}=J_{N_{2}} y_{2}+\mu\left(\widetilde{B}_{21}(t, \varepsilon, \theta) y_{1}+\widetilde{B}_{22}(t, \varepsilon, \theta) y_{2}\right) \tag{40}
\end{align*}
$$

where

$$
J_{N_{1}}=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & 0
\end{array}\right), \quad J_{N_{2}}=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 1 & 0
\end{array}\right)
$$

are the Jordan blocks of dimensions $N_{1}$ and $N_{2}$, respectively, whose diagonal elements are equal to zero, and all elements of matrices $\widetilde{B}_{j k}(t, \varepsilon, \theta)$ belong to the class $F\left(m ; \varepsilon_{0} ; \theta\right)$.

In the system (40) we make the transformation

$$
\begin{equation*}
y_{1}=z_{1}+\mu Q_{12}(t, \varepsilon, \theta, \mu) z_{2}, \quad y_{2}=\mu Q_{21}(t, \varepsilon, \theta, \mu) z_{1}+z_{2} \tag{41}
\end{equation*}
$$

Having required for the conditions of block diagonality for the above transformed system, we obtain for $\left(N_{j} \times N_{k}\right)$-matrices $Q_{j k}$ the following system of the form

$$
\begin{align*}
& \frac{d Q_{j k}}{d t}= J_{N_{j}} Q_{j k}-Q_{j k} J_{N_{k}}+\widetilde{B}_{j k}(t, \varepsilon, \theta)+ \\
&+\mu\left(\widetilde{B}_{j j}(t, \varepsilon, \theta) Q_{j k}-Q_{j k} \widetilde{B}_{k k}(t, \varepsilon, \theta)\right)-\mu^{2} Q_{j k} \widetilde{B}_{k j} Q_{j k}  \tag{42}\\
& \quad j, k=1,2 \quad(j \neq k)
\end{align*}
$$

Then for the $N_{1}$-vector $z_{1}$ and $N_{2}$-vector $z_{2}$ we obtain the system

$$
\begin{equation*}
\frac{d z_{1}}{d t}=D_{N_{1}}(t, \varepsilon, \theta, \mu) z_{1}, \quad \frac{d z_{2}}{d t}=D_{N_{2}}(t, \varepsilon, \theta, \mu) z_{2} \tag{43}
\end{equation*}
$$

where

$$
\begin{align*}
& D_{N_{1}}=J_{N_{1}}+\mu \widetilde{B}_{11}(t, \varepsilon, \theta)+\mu^{2} \widetilde{B}_{12}(t, \varepsilon, \theta) Q_{21}(t, \varepsilon, \theta, \mu) \\
& D_{N_{2}}=J_{N_{1}}+\mu \widetilde{B}_{22}(t, \varepsilon, \theta)+\mu^{2} \widetilde{B}_{21}(t, \varepsilon, \theta) Q_{12}(t, \varepsilon, \theta, \mu) \tag{44}
\end{align*}
$$

are matrices of dimensions $\left(N_{1} \times N_{1}\right)$ and $\left(N_{2} \times N_{2}\right)$, respectively.
It is easy to see that the system (42) is divided into two independent equations, each of which has the form (14). Therefore, by Lemma 4, the following theorem is true.

Theorem. Let each of the equations (42) satisfy all conditions of Lemma 4. Then there exists $\mu_{4} \in(0,1), K_{4} \in(0,+\infty)$ such that for any $\mu \in\left(0, \mu_{4}\right)$ there exists the transformation of kind (3) with coefficients from the class $F\left(m-1 ; \varepsilon_{4}(\mu) ; \theta\right)$, where $\varepsilon_{4}(\mu)=K_{4} \mu^{2 q_{0}+2 \alpha-1}\left(q_{0}\right.$ and $\alpha$ are defined in Lemma 2), reducing the system (2) to a block-diagonal form (4). The matrices $D_{N_{1}}, D_{N_{2}}$ are defined in terms of the expressions (44).
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