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Abstract. For the linear homogeneous differential system with oscillat-
ing coefficients the sufficient conditions of existence of linear transformation
reducing this system to a block-diagonal form in a resonance case are ob-
tained.
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ÒÄÆÉÖÌÄ. ßÒ×ÉÅÉ ÄÒÈÂÅÀÒÏÅÀÍÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÓÉÓÔÄÌÉÓÀÈÅÉÓ
ÒáÄÅÀÃÉ ÊÏÄ×ÉÝÉÄÍÔÄÁÉÈ ÃÀÃÂÄÍÉËÉÀ ÉÓÄÈÉ ßÒ×ÉÅÉ ÂÀÒÃÀØÌÍÉÓ
ÀÒÓÄÁÏÁÉÓ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÄÁÉ, ÒÏÌÄËÉÝ ÌÀÓ ÌÉÉÚÅÀÍÓ ÖãÒÖË-ÃÉ-
ÀÂÏÍÀËÖÒ ÓÀáÄÆÄ ÒÄÆÏÍÀÍÓÖË ÛÄÌÈáÅÄÅÀÛÉ.
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1. Introduction

In the theory of differential equations of great importance is the problem
of separation of a linear homogeneous n-th order differential system into k
independent systems of orders n1, n2, . . . , nk (n1 + n2 + · · · + nk = n), in
particular, separation of this system into n independent first-order differ-
ential equations (full separation). This problem has been considered, for
example, in [1–8]. Obviously, it is impossible in a general case to construct
transformations explicitly, leading to a separated system. Such a construc-
tion assumes for the initial system to be integrable. Therefore, in these
studies there was no attempt to construct such a transformation explicitly;
these works established only the conditions of its existence, investigated its
properties and possibility for its approximate construction, particularly, in
the form of asymptotic series. Of importance is also the question on the be-
longing of elements of a transforming matrix to the same classes as elements
of the matrix of the original system.

In his articles [9–12], the author considers the problem of full separation
of the system of the kind

dx

dt
= (Λ(t, ε) + µB(t, ε, θ))x, (1)

where Λ(t, ε) = diag (λ1(t, ε), . . . , λn(t, ε)), and the functions λj(t, ε) (j =
1, n) are, in a definite sense, slowly varying, µ is a small positive param-
eter, elements of the matrix B(t, ε, θ) are represented by absolutely and
uniformly convergent Fourier series with slowly varying coefficients and fre-
quency φ(t, ε) = dθ

dt . At the same time, the cases of resonance absence
and presence of resonance, including the special case, have been investi-
gated. For each of these cases the conditions were obtained under which
the transforming matrix elements have a structure similar to that of the
matrix B(t, ε, θ). In this article we study the possibility of block separation
of the system (1) into two independent systems of smaller dimensions in
a resonance case. Such a statement of the problem has some features as
compared with the problems considered in [9–12].

2. Basic Notation and Definitions

Let G = {t, ε : t ∈ R, ε ∈ [0, ε0], ε0 ∈ R+}.

Definition 1. We say that the function p(t, ε) is in general complex-valued,
belongs to the class S(m; ε0), m ∈ N ∪ {0}, if t, ε ∈ G and

(1) p(t, ε) ∈ Cm(G) with respect to t;
(2) dkp(t, ε)/dtk = εkp∗k(t, ε), sup

G
|p∗k(t, ε)| < +∞ (0 ≤ k ≤ m).

Slow variation of a function is understood here in a sense of its belonging
to the class S(m; ε0). As examples of this class of functions may serve in a
general case complex-valued bounded together with their derivatives up to
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the m-th order, inclusive, functions depending on the “slow time” τ = εt:
sin τ , arctg τ , etc.

Definition 2. We say that the function f(t, ε, θ(t, ε)) belongs to the
class F (m; ε0; θ), m ∈ N ∪ {0}, if this function can be represented as

f(t, ε, θ(t, ε)) =
∞∑

n=−∞
fn(t, ε) exp

(
inθ(t, ε)

)
,

where
(1) fn(t, ε) ∈ S(m; ε0), dkfn(t, ε)/dtk = εkfnk(t, ε) (n ∈ Z, 0 ≤ k ≤ m),

(2) ∥f∥F (m;ε0;θ)
def
=

m∑
k=0

∞∑
n=−∞

sup
G

|fnk(t, ε)| < +∞,

(3) θ(t, ε)=
t∫
0

φ(τ, ε) dτ , φ(t, ε)∈R+, φ(t, ε)∈S(m; ε0), inf
G

φ(t, ε)> 0.

In particular, if ε = 0: φ = const, θ = φt, fn = const, then func-
tions of the class F (m; ε0; θ) are transformed into 2π/φ-periodic functions
of variable t,

f(t) =

∞∑
n=−∞

fne
inφt,

such that
∞∑

n=−∞
|fn| < +∞.

A set of functions of the class F (m; ε0; θ) forms a linear space which
transforms into a full normed space by means of the norm ∥ · ∥F (m;ε0,θ).
The following chain of inclusions

F (0; ε0; θ) ⊃ F (1; ε0; θ) ⊃ · · · ⊃ F (m; ε0; θ)

is valid.
Let there be given two functions of the class F (m; ε0; θ):

u(t, ε, θ(t, ε)) =
∞∑

n=−∞
un(t, ε) exp(inθ(t, ε)),

v(t, ε, θ(t, ε)) =

∞∑
n=−∞

vn(t, ε) exp(inθ(t, ε)).

We define product of those functions by the formula [13]:

(uv)(t, ε, θ(t, ε)) =

∞∑
n=−∞

∞∑
s=−∞

un−s(t, ε)vs(t, ε) exp(inθ(t, ε)).

Obviously, uv ∈ F (m; ε0; θ). We state some properties of the norm
∥ · ∥F (m;ε0;θ). Let u, v ∈ F (m; ε0; θ), k = const. Then

(1) ∥ku∥F (m;ε0;θ) = |k|∥u∥F (m;ε0;θ);
(2) ∥u+ v∥F (m;ε0;θ) ≤ ∥u∥F (m;ε0;θ) + ∥v∥F (m;ε0;θ);
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(3) ∥uv∥F (m;ε0;θ) ≤ 2m∥u∥F (m;ε0;θ)∥v∥F (m;ε0;θ).
For any f(t, ε, θ) ∈ F (m; ε0; θ), we denote:

Γn(f) =
1

2π

2π∫
0

f(t, ε, u) exp(−inu) du.

Let A(t, ε, θ) = (ajk(t, ε, θ)) – (M ×K) be the matrix with elements of
the class F (m; ε0; θ). We denote:

(A)jk = ajk (j = 1,M, k = 1,K),

∥A∥∗F (m;ε0;θ)
= max

1≤j≤M

K∑
k=1

∥(A)jk∥F (m;ε0;θ).

3. Statement of the Problem

Consider the following system of differential equations:
dx1

dt
= H1(φ)x1 + µ(B11(t, ε, θ)x1 +B12(t, ε, θ)x2),

dx2

dt
= H2(φ)x2 + µ(B21(t, ε, θ)x1 +B22(t, ε, θ)x2),

(2)

where x1 = colon (x11, . . . , x1N1), x2 = colon (x21, . . . , x2N2),

H1(φ) =


ipφ 0 . . . 0 0
1 ipφ . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 0 0
0 0 . . . 1 ipφ

 ,

H2(φ) =


irφ 0 . . . 0 0
1 irφ . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 0 0
0 0 . . . 1 irφ


are the Jordan blocks of dimensions N1 and N2, respectively (N1+N2 = N);
p, r ∈ Z; Bjk(t, ε, θ) are the (Nj × Nk) matrices with elements of the
class F (m; ε; θ); φ(t, ε) is the function appearing in the definition of class
F (m; ε; θ); µ ∈ (0, 1). In this sense, we deal with a resonance case.

We study the problem of existence and properties of the transformation
of kind:

xj = Lj1(t, ε, θ, µ)x̃1 + Lj2(t, ε, θ, µ)x̃2, j = 1, 2, (3)

where the elements of (Nj × Nk)-matrices Ljk (j, k = 1, 2) belong to the
class F (m− 1; ε1; θ) (0 < ε1 ≤ ε0), reducing the system (2) to the form:

dx̃1

dt
= DN1(t, ε, θ, µ)x̃1,

dx̃2

dt
= DN2(t, ε, θ, µ)x̃2, (4)



128 Sergey Shchogolev

where the elements of (Nj ×Nj)-matrices DNj (j = 1, 2) likewise belong to
the class F (m− 1; ε1; θ).

4. Auxiliary Results

Lemma 1. Let there be given a matrix differential equation

dX

dt
=

(
JM +

q∑
l=1

Pl(t, ε, θ)µ
l
)
X −X

(
JK +

q∑
l=1

Ql(t, ε, θ)µ
l
)
, (5)

where X is (M ×K)-matrix, Pl(t, ε, θ), Ql(t, ε, θ) (l = 1, q) are matrices of
dimensions (M ×M) and (K×K) respectively with elements from the class
F (m; ε; θ),

JM =


0 0 . . . 0 0
1 0 . . . 0 0
. . . . . . . . . . . . . . . .
0 0 . . . 0 0
0 0 . . . 1 0

 , JK =


0 0 . . . 0 0
1 0 . . . 0 0
. . . . . . . . . . . . . . . .
0 0 . . . 0 0
0 0 . . . 1 0


are Jordan blocks of dimensions M and K, respectively, whose diagonal
elements are equal to zero, µ ∈ (0, 1).

Then there exists µ0 ∈ (0, 1) such that for any µ ∈ (0, µ0) there exists
transformation of the kind

X =
(
EM +

q∑
l=1

Φl(t, ε, θ)µ
l
)
Y
(
EK +

q∑
l=1

Ψl(t, ε, θ)µ
l
)
, (6)

where Y is the (M×K)-matrix, EM , EK are identity matrices of dimensions
M and K respectively, the elements of (M × M)-matrices Φl and those
of (K × K)-matrices Ψl (l = 1, q) belong to the class F (m; ε; θ) reducing
equation (5) to the form:

dY

dt
=

(
JM +

q∑
l=1

Ul(t, ε)µ
l + ε

q∑
l=1

Ũl(t, ε, θ)µ
l + µq+1W1(t, ε, θ, µ)

)
Y−

− Y
(
JK +

q∑
l=1

Vl(t, ε)µ
l + ε

q∑
l=1

Ṽl(t, ε, θ)µ
l + µq+1W2(t, ε, θ, µ)

)
, (7)

where Ul(t, ε), Vl(t, ε) (l = 1, q) are the matrices of dimensions (M × M)

and (K × K), respectively, with elements from the class S(m; ε0), Ũl(t, ε)

and Ṽl(t, ε) (l = 1, q) are the matrices of dimensions (M×M) and (K×K),
respectively, with elements from the class F (m − 1; ε0; θ), W1, W2 are the
matrices of dimensions (M ×M) and (K ×K), respectively, with elements
from the class F (m− 1; ε0; θ).

Proof. We substitute (6) into the system (5) and require for the transformed
system to have the form (7). Then for the matrices Φl, Ψl (l = 1, q) we
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obtain the following differential equations:

dΦ1

dt
= JMΦ1 − Φ1JM + P1(t, ε, θ)− U1(t, ε)− εŨ1(t, ε, θ), (8)

dΨ1

dt
= JKΨ1 −Ψ1JK −Q1(t, ε, θ) + V1(t, ε) + εṼ1(t, ε, θ), (9)

dΦl

dt
= JMΦl − ΦlJM + Pl(t, ε, θ) +

l−1∑
ν=1

Pν(t, ε, θ)Φl−ν−

−
l−1∑
ν=1

ΦνUl−ν(t, ε)− ε

l−1∑
ν=1

ΦνŨl−ν(t, ε, θ)−

− Ul(t, ε)− εŨl(t, ε, θ), l = 2, q, (10)

dΨl

dt
= JKΨl −ΨlJK −Ql(t, ε, θ)−

l−1∑
ν=1

ΨνQl−ν(t, ε, θ)+

+
l−1∑
ν=1

Vν(t, ε)Ψl−ν + ε
l−1∑
ν=1

Ṽν(t, ε, θ)Ψl−ν+

+ Vl(t, ε) + εṼl(t, ε, θ), l = 2, q. (11)

The matrices W1, W2 are defined from the equations(
EM +

q∑
l=1

Φl(t, ε, θ)µ
l
)
W1 =

=

q−1∑
s=0

[ ∑
σ+δ=s+q+1

(PσΦδ − ΦδUσ)
]
µs − ε

q−1∑
s=0

( ∑
σ+δ=s+q+1

ΦσŨδ

)
µs, (12)

W2

(
EK +

q∑
l=1

Ψl(t, ε, θ)µ
l
)
=

=

q−1∑
s=0

[ ∑
σ+δ=s+q+1

(−ΨσQδ + VσΨδ)
]
µs + ε

q−1∑
s=0

( ∑
σ+δ=s+q+1̃

VσΨδ

)
µs, (13)

Based on the equations (8)–(11), we set

(Ul)sM = Γ0((Tl)sM ),

(Φl)sM =

∞∑
n=−∞
(n ̸=0)

Γn((Φl)s−1,M + (Tl)sM )

inφ
einθ,

(Ũl)sM = −1

ε

∞∑
n=−∞
(n ̸=0)

d

dt

(Γn((Φl)s−1,M + (Tl)sM )

inφ

)
einθ−

( l−1∑
ν=1

ΦνŨl−ν

)
sM

,

(Ul)s,M−j = Γ0((Tl)s,M−j),
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(Φl)s,M−j =
∞∑

n=−∞
(n ̸=0)

Γn((Φl)s−1,M−j − (Φl)s,M−j+1 + (Tl)s,M−j)

inφ
einθ,

(Ũl)s,M−j =−1

ε

∞∑
n=−∞
(n ̸=0)

d

dt

(Γn((Φl)s−1,M−j−(Φl)s,M−j+1+(Tl)s,M−j)

inφ

)
einθ−

−
( l−1∑

ν=1

ΦνŨl−ν

)
s,M−j

(s = 1,M ; j = 1,M − 1),

where

Tl = Pl +
l−1∑
ν=1

PνΦl−ν −
l−1∑
ν=1

ΦνUl−ν (l = 1, q).

(if l = 1, then we assume
l−1∑
ν=1

to be equal to zero; if s = 1, then we assume

(Φ)s−1,j to be equal to zero),
(Vl)sK = Γ0((Rl)sK),

(Ψl)sK =

∞∑
n=−∞
(n ̸=0)

Γn((Ψl)s−1,K + (Rl)sK)

inφ
einθ,

(Ṽl)sK = −1

ε

∞∑
n=−∞
(n ̸=0)

d

dt

(Γn((Ψl)s−1,K + (Rl)sK)

inφ

)
einθ−

−
( l−1∑

ν=1

ṼνΨl−ν

)
sK

,

(Vl)s,K−j = Γ0((Rl)s,K−j),

(Ψl)s,K−j =
∞∑

n=−∞
(n ̸=0)

Γn((Ψl)s−1,K−j − (Ψl)s,K−j+1 + (Rl)s,K−j)

inφ
einθ,

(Ṽl)s,K−j =−1

ε

∞∑
n=−∞
(n ̸=0)

d

dt

(Γn((Ψl)s−1,K−j−(Ψl)s,K−j+1+(Rl)s,K−j)

inφ

)
einθ−

−
( l−1∑

ν=1

ṼνΨl−ν

)
s,K−j

(s = 1,K; j = 1,K − 1),

where

Rl = −Ql −
l−1∑
ν=1

ΨνQl−ν +
l−1∑
ν=1

VνΨl−ν (l = 1, q).

(if l = 1, then we set
l−1∑
ν=1

to be equal to zero; if s = 1, then we set (Ψ)s−1,j

to be equal to zero).
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Then for sufficiently small values µ, the matrices W1, W2 are uniquely
defined from equations (12), (13). �

Consider now the matrix differential equation
dX

dt
= JMX −XJK + F (t, ε, θ) + µ(A(t, ε, θ)X−

−XB(t, ε, θ))− µ2XR(t, ε, θ)X, (14)

where X is the (M × K)-matrix, F , A, B, R are matrices of dimensions
(M ×K), (M ×M), (K ×K), (K ×M), respectively, whose all elements
belong to the class F (m; ε; θ).

Lemma 2. Let equation (14) satisfy one of the sets of conditions I, II, III:
I. (1) M < K,

(2)
j∑

s=1
Γ0((F )s,K−j+s) ≡ 0, j = 1,M ,

(3) inf
G

|Γ0((B)1K)| > 0;

II. (1) M = K,

(2)
j∑

s=1
Γ0((F )s,K−j+s) ≡ 0, j = 1,M ,

(3) inf
G

|Γ0((A)1M − (B)1M )| > 0;

III. (1) M > K,

(2)
j∑

s=1
Γ0((F )s,K−j+s) ≡ 0, j = 1,K,

(3) inf
G

|Γ0((A)1M )| > 0.

Then there exists µ1 ∈ ]0, 1[ such that for any µ ∈ ]0, µ1[ there exists the
transformation of the kind

X =

2q−1∑
s=0

Ξs(t, ε, θ)µ
s +Φ(t, ε, θ, µ)YΨ(t, ε, θ, µ), (15)

where the elements of (M ×K)-matrices Ξs (s = 0, 2q − 1), of (M ×M)-
matrix Φ and of (K × K)-matrix Ψ belong to the class F (m; ε0, θ) ∀µ ∈
(0, µ1), reducing the equation (14) to the form

dY

dt
= JMY − Y JK +

( q∑
l=1

Ul(t, ε)µ
l
)
Y − Y

( q∑
l=1

Vl(t, ε)µ
l
)
+

+ ε
(
Ũ(t, ε, θ, µ)Y − Y Ṽ (t, ε, θ, µ)

)
+

+ µq+1
(
W̃1(t, ε, θ, µ)Y − Y W̃2(t, ε, θ, µ)

)
+

+ εG(t, ε, θ, µ) + µ2qH(t, ε, θ, µ) + µY R1(t, ε, θ, µ)Y, (16)
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where the elements of matrices Ul, Vl (l = 1, q) belong to the class S(m; ε0),
and the elements of matrices Ũ , Ṽ , W̃1, W̃2, G, H, R1 of the corresponding
dimensions belong to the class F (m− 1; ε0; θ).

Proof. Along with the equation (14), we consider an auxiliary matrix equa-
tion

φ(t, ε)
dΞ

dθ
= JMΞ− ΞJK + F (t, ε, θ)+

+ µ(A(t, ε, θ)Ξ− ΞB(t, ε, θ))− µ2ΞR(t, ε, θ)Ξ, (17)

where t, φ are considered as constants. The matrices-functions F (t, ε, θ),
A(t, ε, θ), B(t, ε, θ), R(t, ε, θ) are 2π-periodic with respect to θ. We con-
struct, according to the Poincare method of small parameter [14], an ap-
proximate 2π-periodic with respect to θ solution of the equation (17) in the
form of a sum:

Ξ =

2q−1∑
s=o

Ξs(t, ε, θ)µ
s. (18)

The coefficients Ξs are determined from the following chain of linear non-
homogeneous matrix differential equations:

φ(t, ε)
dΞ0

dθ
= JMΞ0 − Ξ0JK + F (t, ε, θ), (19)

φ(t, ε)
dΞ1

dθ
= JMΞ1 − Ξ1JK +A(t, ε, θ)Ξ0 − Ξ0B(t, ε, θ), (20)

φ(t, ε)
dΞ2

dθ
= JMΞ2 − Ξ2JK +A(t, ε, θ)Ξ1 − Ξ1B(t, ε, θ)−

− Ξ0R(t, ε, θ)Ξ0, (21)

φ(t, ε)
dΞs

dθ
= JMΞs − ΞsJK +A(t, ε, θ)Ξs−1 − Ξs−1B(t, ε, θ)−

−
s−2∑
l=0

ΞlR(t, ε, θ)Ξs−2−l, s = 3, 2q − 1. (22)

First consider the case M < K. The condition I.(2) ensures the existence
of a 2π-periodic with respect to θ solution Ξ0(t, ε, θ) of the equation (19)
having the form

Ξ0(t, ε, θ) = C0(t, ε) + Ξ̃0(t, ε, θ), (23)

where Ξ̃0(t, ε, θ) is the known matrix whose elements belong to the class
F (m; ε0; θ), and (M ×K)-matrix C0(t, ε) has the form

C0(t, ε) =


c01(t, ε) 0 . . . 0 0 . . . 0
c02(t, ε) c01(t, ε) . . . 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
c0M (t, ε) c0,M−1(t, ε) . . . c01(t, ε) 0 . . . 0

 ,
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where the scalar functions c01, . . . , c0M are determined from the following
system of equations:

j∑
s=1

Γ0

(
(AΞ0 − Ξ0B)s,K−j+s

)
= 0, j = 1,M. (24)

We represent the matrices A and B in the form

A(t, ε, θ) = A0(t, ε) +
∞∑

n=−∞
(n ̸=0)

An(t, ε)e
inθ,

B(t, ε, θ) = B0(t, ε) +
∞∑

n=−∞
(n ̸=0)

Bn(t, ε)e
inθ.

Then it is easy to verify that the system (24) is a system of M linear
algebraic equations with respect to the functions c01, . . . , c0M :

j∑
s=1

(
A0(t, ε)C0 − C0B0(t, ε)

)
s,K−j+s

= h∗
0j(t, ε), j = 1,M, (25)

where h∗
01, . . . , h

∗
0M are the known functions of the class S(m; ε0). Deter-

minant of this system has a triangular form, and absolute values of all its
diagonal elements are equal to |(B0(t, ε))1K |. Therefore, the condition I.(3)
ensures the existence of a unique solution c∗01(t, ε), . . . , c

∗
0M (t, ε) of the sys-

tem (25), and this solution belongs to the class S(m; ε0).
Using the above found 2π-periodic with respect to θ solution (23) of the

equation (19), we construct a 2π-periodic with respect to θ solution of the
equation (20) of the form

Ξ1(t, ε, θ) = C1(t, ε) + Ξ̃1(t, ε, θ), (26)

where Ξ̃1(t, ε, θ) is the known matrix, whose elements belong to the class
F (m; ε0; θ), and the (M ×K)-matrix C1(t, ε) has the form

C1(t, ε) =


c11(t, ε) 0 . . . 0 0 . . . 0
c12(t, ε) c11(t, ε) . . . 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
c1M (t, ε) c1,M−1(t, ε) . . . c11(t, ε) 0 . . . 0

 .

The scalar functions c11, . . . , c1M are determined from the system of linear
algebraic equations

j∑
s=1

(
A0(t, ε)C1 − C1B0(t, ε)

)
s,K−j+s

= h∗
1j(t, ε), j = 1,M, (27)

where h∗
11, . . . , h

∗
1M are the known functions of the class S(m; ε0). Therefore

the condition I.(3) ensures the existence of a unique solution of the system
(27), as well. Proceeding just as above, we find a 2π-periodic with respect
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to θ solutions of the equations (21), (22). The elements of all these solutions
belong to the class F (m; ε0, θ).

Consider now the case M = K. The condition II.(2) ensures the existence
of a 2π-periodic with respect to θ solution of the equation (19) having the
form (23), where the (M ×M)-matrix C0(t, ε) takes the form

C0(t, ε) =


c01(t, ε) 0 . . . 0
c02(t, ε) c01(t, ε) . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
c0M (t, ε) c0,M−1(t, ε) . . . c01(t, ε)

 .

The scalar functions c01(t, ε), . . . , c0M (t, ε) are determined from the follow-
ing system of linear algebraic equations:

j∑
s=1

(
A0(t, ε)C0 − C0B0(t, ε)

)
s,K−j+s

= g∗0j(t, ε), j = 1,M, (28)

where g∗01, . . . , g
∗
0M are the known functions of the class S(m; ε0). Determi-

nant of this system has a triangular form, and absolute values of all its diag-
onal elements are equal to |(A0(t, ε)1M −(B0(t, ε))1M |. Therefore the condi-
tion II.(3) ensures the existence of a unique solution c∗01(t, ε), . . . , c

∗
0M (t, ε)

of the system (28), and this solution belongs to the class S(m; ε0).
Thus we have fully determined the 2π-periodic with respect to θ solution

of the equation (19). Next, in a full analogy with the case M < K, we
determined 2π-periodic with respect to θ solutions of the equations (20),
(21), (22).

In case M > K, the matrix C0(t, ε) in (23) is of the form

C0(t, ε) =



0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 0 . . . 0
c01(t, ε) 0 . . . 0
c02(t, ε) c01(t, ε) . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
c0K(t, ε) c0,K−1(t, ε) . . . c01(t, ε)


.

The scalar functions c01(t, ε), . . . , c0K(t, ε) are determined from the follow-
ing system of linear algebraic equations:

j∑
s=1

(
A0(t, ε)C0 − C0B0(t, ε)

)
s,K−j+s

= f∗
0j(t, ε), j = 1,K, (29)

where f∗
01, . . . , f

∗
0M are the known functions of the class S(m; ε0). Deter-

minant of this system has a triangular form, and absolute values of all its
diagonal elements are equal to |(A0(t, ε)1M |. Therefore the condition III.(3)
ensures the existence of a unique solution c∗01(t, ε), . . . , c

∗
0K(t, ε) of the sys-

tem (29), and this solution belongs to the class S(m; ε0). Next, analogously
to the case M < K, we determine a 2π-periodic with respect to θ solutions
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of the equations (20), (21), (22). The elements of all these solutions belong
to the class F (m; ε0; θ).

Substituting in (14)

X =

2q−1∑
s=0

Ξs(t, ε, θ)µ
s + X̃, (30)

where X̃ is a new unknown matrix, we obtain

dX̃

dt
= JM X̃ − X̃JK + εG1(t, ε, θ, µ) + µ2qH1(t, ε, θ, µ)+

+
( q∑

l=1

Pl(t, ε, θ)µ
l
)
X̃ − X̃

( q∑
l=1

Ql(t, ε, θ)µ
l
)
+

+ µq+1
(
W ∗

1 (t, ε, θ, µ)X̃ − X̃W ∗
2 (t, ε, θ, µ)

)
+ µ2X̃R(t, ε, θ)X̃. (31)

By Lemma 1, using the substitution of the kind

X̃ =
(
EM +

q∑
l=1

Φl(t, ε, θ)µ
l
)
Y
(
EK +

q∑
l=1

Ψl(t, ε, θ)µ
l
)
,

we reduce the equation (31) to the form (16). �

We introduce the matrices

U(t, ε, µ) =

q∑
l=1

Ul(t, ε)µ
l, V (t, ε, µ) =

q∑
l=1

Vl(t, ε)µ
l,

where Ul and Vl (l = 1, q) are defined in Lemma 2.

Lemma 3. Let the equation (16) satisfy the following conditions:
(1) eigenvalues λ1j(t, ε, µ) (j = 1,M) of the matrix JM +U(t, ε, µ) and

λ2s(t, ε, µ) (s = 1,K) of the matrix JK + V (t, ε, µ) are such that

inf
G

∣∣∣Re
(
λ1j(t, ε, µ)− λ2s(t, ε, µ)

)∣∣∣ ≥ γ0µ
q0

(γ0 > 0, 0 < q0 ≤ q; j = 1,M, s = 1,K);

(2) there exist the (M ×M)-matrix L1(t, ε, µ) and the (K ×K)-matrix
L2(t, ε, µ) such that
(a) all elements of these matrices belong to the class S(m; ε0) ⊂

F (m; ε0; θ);
(b) ∥L−1

j (t, ε, µ)∥∗F (mε0,θ)
≤ M1µ

−α, M1 ∈ (0,+∞), α ∈ [0, q],
j = 1, 2;

(c) L−1
1 (JM + U)L1 = Λ1(t, ε, µ), L2(JK + V )L−1

2 = Λ2(t, ε, µ),
where Λ1 = diag (λ11, . . . , λ1M ), Λ2 = diag (λ21, . . . , λ2K);

(3) q > q0 + α− 1/2.
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Then there exist µ2 ∈ (0, 1) and K∗ ∈ (0,+∞) such that for any µ ∈ (0, µ2)
the matrix differential equation (16) has a particular solution Y (t, ε, θ, µ)
such that all its elements belong to the class F (m−1; ε1(µ); θ), where ε1(µ) =
min(ε0,K∗µ2q0+2α−1).

Proof. In the equation (16), we perform the substitution

Y =
ε+ µ2q

µq0+2α
L1(t, ε, µ)ZL2(t, ε, µ), (32)

where Z is a new unknown (M ×K)-matrix. We obtain

dZ

dt
= Λ1(t, ε, µ)Z − ZΛ2(t, ε, µ) + ε

(
Ũ1(t, ε, θ, µ)Z − ZṼ1(t, ε, θ, µ)

)
+

+ µq+1
(
W̃3(t, ε, θ, µ)Z − ZW̃4(t, ε, θ, µ)

)
+

+
εµq0+2α

ε+ µ2q
G2(t, ε, θ, µ) +

µ2q+2α+q0

ε+ µ2q
H2(t, ε, θ, µ)+

+
ε+ µ2q

µq0+2α−1
ZR2(t, ε, θ, µ)Z, (33)

where

G2 = L−1
1 G1L

−1
2 , H2 = L−1

1 H1L
−1
2 ,

Ũ1 = L−1
1 ŨL1 − ε−1L−1

1 (dL1/dt), Ṽ1 = L2ŨL−1
2 + ε−1(dL2/dt)L

−1
2 ,

W̃3 = L−1
1 W̃1L1, W̃4 = L2W̃2L

−1
2 , R2 = L2R1L1.

All elements of these matrices belong to the class F (m− 1; ε0; θ).
Owing to the formulas for matrices G2, H2, Ũ1, Ṽ1, W̃3, W̃4 and the

condition 2(b) of the lemma, there exists K2 ∈ (0,+∞) such that

∥G2∥F (m−1;ε;θ) ≤
K2

µ2α
, ∥H2∥F (m−1;ε;θ) ≤

K2

µ2α
,

∥Ũ1∥F (m−1;ε;θ) ≤
K2

µα
, ∥Ṽ1∥F (m−1;ε;θ) ≤

K2

µα
,

∥W̃3∥F (m−1;ε;θ) ≤
K2

µα
, ∥W̃4∥F (m−1;ε;θ) ≤

K2

µα
, ∥R2∥F (m−1;ε;θ) ≤ K2.

Along with the equation (33), we consider the matrix linear differential
equation

dZ0

dt
= Λ1(t, ε, µ)Z0 − Z0Λ2(t, ε, µ)+

+
εµq0+2α

ε+ µ2q
G2(t, ε, θ, µ) +

µ2q+2α+q0

ε+ µ2q
H2(t, ε, θ, µ). (34)
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It is easy to see that this equation is a system of MK independent scalar
first-order differential equations

d(Z0)js
dt

=
(
λ1j(t, ε, µ)− λ2s(t, ε, µ)

)
d(Z0)js+

+
εµq0+2α

ε+ µ2q

(
G2(t, ε, θ, µ)

)
js

+
µ2q+2α+q0

ε+ µ2q

(
H2(t, ε, θ, µ)

)
js
, (35)

j = 1,M, s = 1,K.

In [13], it has been shown that the conditions of the lemma provide us with
the existence of a unique particular solution (Z0(t, ε, θ, µ))js (j = 1,M ,
s = 1,K) of the system (35), which belongs to the class F (m−1; ε0; θ), and
in addition, there exists K0 ∈ (0,+∞) such that

∥(Z0)js∥F (m−1;ε0;θ) ≤

≤ K0

µq0

(εµq0+2α

ε+ µ2q
∥(G2)js∥F (m−1;ε0;θ) +

µ2q+2α+q0

ε+ µ2q
∥(H2)js∥F (m−1;ε0;θ)

)
.

Hence the equation (34) has a particular solution Z0(t, ε, θ, µ) all elements
of which belong to the class F (m − 1; ε0; θ) and, in addition, there exists
K1 ∈ (0,+∞) such that

∥Z0∥∗F (m−1;ε0;θ)
≤

≤ K1

µq0

(εµq0+2α

ε+ µ2q
∥G2∥∗F (m−1;ε0;θ)

+
µ2q+2α+q0

ε+ µ2q
∥H2∥∗F (m−1;ε0;θ)

)
. (36)

We seek for a solution of the equation (33) all elements of which be-
long to the class F (m− 1; ε1; θ), by using the iterative method, identifying
Z0(t, ε, θ, µ) as an initial approximation, and subsequent iterations are de-
fined as a solutions all elements of which belong to the class F (m− 1; ε1; θ)
of linear inhomogeneous matrix differential equations

dZν+1

dt
= Λ1(t, ε, µ)Zν+1 − Zν+1Λ2(t, ε, µ)+

+
εµq0+2α

ε+ µ2q
G2(t, ε, θ, µ) +

µ2q+2α+q0

ε+ µ2q
H2(t, ε, θ, µ)+

+ ε
(
Ũ1(t, ε, θ, µ)Zν − Zν Ṽ1(t, ε, θ, µ)

)
+

+ µq+1
(
W̃3(t, ε, θ, µ)Zν − ZνW̃4(t, ε, θ, µ)

)
+

+
ε+ µ2q

µq0+2α−1
ZνR2(t, ε, θ, µ)Zν , ν = 0, 1, 2, . . . . (37)

Denote

Ω =
{
Z ∈ F (m− 1; ε0; θ) : ∥Z − Z0∥∗F (m−1;ε0;θ)

≤ d
}
.
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Using a technique known as contraction mapping principle [15], it is not
difficult to show that if

K1K2

(ε+ µq+1

µq0+α
2m

(
∥Z0∥∗F (m−1;ε0;θ)

+ d
)
+

+
ε+ µ2q

µ2q0+2α−1
22m−2

(
∥Z0∥∗F (m−1;ε0;θ)

+ d
)2) ≤ d0 < d, (38)

all iterations (37) belong to Ω. And if

K1K2

(ε+ µq+1

µq0+α
2m +

ε+ µ2q

µ2q0+2α−1
22m−1

(
∥Z0∥∗F (m−1;ε0;θ)

+ d
))

< 1, (39)

then the process (37) converges to a solution of the equation (33) all elements
of which belong to class the F (m − 1; ε1; θ). The inequalities (38), (39)
hold due to the conditions (3) of lemma for sufficiently small µ and ε/
µ2q0+2α−1. Therefore ε1(µ) = K∗µ2q0+2α−1, where K∗ is a sufficiently
small constant. �

The following lemma is an immediate consequence of the above one.

Lemma 4. Let the equation (14) satisfy all conditions of Lemma 2, and the
equation (16) obtained from (14) by means of the transformation (15) satisfy
the conditions of Lemma 3. Then there exists µ3 ∈ (0, 1), K3 ∈ (0,+∞)
such that for any µ ∈ (0, µ3) the equation (14) has a particular solution
which belongs to the class F (m − 1; ε2(µ); θ), where ε2(µ) = K2µ

2q0+2α−1,
and q0, α are defined in Lemma 2.

5. The Basic Results

Getting back to the system (2), we make transformation

x1 = eipθy1, x2 = eirθy2. (39)

We obtain
dy1
dt

= JN1y1 + µ
(
B̃11(t, ε, θ)y1 + B̃12(t, ε, θ)y2

)
,

dy2
dt

= JN2y2 + µ
(
B̃21(t, ε, θ)y1 + B̃22(t, ε, θ)y2

)
,

(40)

where

JN1 =


0 0 . . . 0 0
1 0 . . . 0 0
. . . . . . . . . . . . . . . .
0 0 . . . 0 0
0 0 . . . 1 0

 , JN2 =


0 0 . . . 0 0
1 0 . . . 0 0
. . . . . . . . . . . . . . . .
0 0 . . . 0 0
0 0 . . . 1 0


are the Jordan blocks of dimensions N1 and N2, respectively, whose diagonal
elements are equal to zero, and all elements of matrices B̃jk(t, ε, θ) belong
to the class F (m; ε0; θ).
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In the system (40) we make the transformation
y1 = z1 + µQ12(t, ε, θ, µ)z2, y2 = µQ21(t, ε, θ, µ)z1 + z2. (41)

Having required for the conditions of block diagonality for the above trans-
formed system, we obtain for (Nj ×Nk)-matrices Qjk the following system
of the form

dQjk

dt
= JNjQjk −QjkJNk

+ B̃jk(t, ε, θ)+

+ µ
(
B̃jj(t, ε, θ)Qjk −QjkB̃kk(t, ε, θ)

)
− µ2QjkB̃kjQjk, (42)

j, k = 1, 2 (j ̸= k).

Then for the N1-vector z1 and N2-vector z2 we obtain the system
dz1
dt

= DN1(t, ε, θ, µ)z1,
dz2
dt

= DN2(t, ε, θ, µ)z2, (43)

where
DN1 = JN1 + µB̃11(t, ε, θ) + µ2B̃12(t, ε, θ)Q21(t, ε, θ, µ),

DN2 = JN1 + µB̃22(t, ε, θ) + µ2B̃21(t, ε, θ)Q12(t, ε, θ, µ)
(44)

are matrices of dimensions (N1 ×N1) and (N2 ×N2), respectively.
It is easy to see that the system (42) is divided into two independent

equations, each of which has the form (14). Therefore, by Lemma 4, the
following theorem is true.

Theorem. Let each of the equations (42) satisfy all conditions of Lemma 4.
Then there exists µ4 ∈ (0, 1), K4 ∈ (0,+∞) such that for any µ ∈ (0, µ4)
there exists the transformation of kind (3) with coefficients from the class
F (m−1; ε4(µ); θ), where ε4(µ) = K4µ

2q0+2α−1 (q0 and α are defined in Lem-
ma 2), reducing the system (2) to a block-diagonal form (4). The matrices
DN1 , DN2 are defined in terms of the expressions (44).
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