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Abstract. For the linear homogeneous differential system with oscillat-
ing coefficients the sufficient conditions of existence of linear transformation
reducing this system to a block-diagonal form in a resonance case are ob-
tained.
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1. INTRODUCTION

In the theory of differential equations of great importance is the problem
of separation of a linear homogeneous n-th order differential system into k
independent systems of orders ny,ng,...,ng (n1 +n2 + -+ +np = n), in
particular, separation of this system into n independent first-order differ-
ential equations (full separation). This problem has been considered, for
example, in [1-8]. Obviously, it is impossible in a general case to construct
transformations explicitly, leading to a separated system. Such a construc-
tion assumes for the initial system to be integrable. Therefore, in these
studies there was no attempt to construct such a transformation explicitly;
these works established only the conditions of its existence, investigated its
properties and possibility for its approximate construction, particularly, in
the form of asymptotic series. Of importance is also the question on the be-
longing of elements of a transforming matrix to the same classes as elements
of the matrix of the original system.

In his articles [9-12], the author considers the problem of full separation
of the system of the kind

X — (A2) + Bt ), (1)
where A(t,e) = diag (M (¢,¢),..., An(t,€)), and the functions \;(t,¢) (§ =
1,n) are, in a definite sense, slowly varying, u is a small positive param-
eter, elements of the matrix B(t,e,0) are represented by absolutely and
uniformly convergent Fourier series with slowly varying coefficients and fre-
quency ¢(t,e) = %. At the same time, the cases of resonance absence
and presence of resonance, including the special case, have been investi-
gated. For each of these cases the conditions were obtained under which
the transforming matrix elements have a structure similar to that of the
matrix B(t,e,60). In this article we study the possibility of block separation
of the system (1) into two independent systems of smaller dimensions in
a resonance case. Such a statement of the problem has some features as

compared with the problems considered in [9-12].

2. BAsic NOTATION AND DEFINITIONS
Let G={t,e: teR, e€[0,5], e € RT}.
Definition 1. We say that the function p(t, €) is in general complex-valued,
belongs to the class S(m;eq), m € NU{0}, if t,e € G and
(1) p(t,e) € C™(G) with respect to t;
(2) d*p(t,e)/dt" = rpi(t,e), sup [pi(t,€)] < +oo (0 < k < m).
Slow variation of a function is understood here in a sense of its belonging

to the class S(m;ep). As examples of this class of functions may serve in a
general case complex-valued bounded together with their derivatives up to
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the m-th order, inclusive, functions depending on the “slow time” 7 = &t:
sin T, arctg 7, etc.

Definition 2. We say that the function f(¢,¢€,0(t,e)) belongs to the
class F(m;eo;6), m € N U {0}, if this function can be represented as

f(te,0(te)) = Y falt,e)exp (inb(t <)),

where
(1) fu(t,e) € S(mseq), d* fo(t,e)/dt* = * fur(t,e) (n € Z,0 < k < m),
de m o0
@) Iflrmeon ™ S 5 up | ok (1,)| < +o0,

k=0n=-—o00
t
(3) O(t,e)=[o(r,e)dr, o(t,e) eRT, ¢(t,e) € S(m;ep), igf(p(t,s) > 0.
0

In particular, if ¢ = 0: ¢ = const, 8 = ¢t, f, = const, then func-
tions of the class F(m;ep;0) are transformed into 27/p-periodic functions
of variable t,

)= Y fae™

n=—oo
such that
o0
> Ifal < oo
n=—oo
A set of functions of the class F(m;ep;6) forms a linear space which
transforms into a full normed space by means of the norm || - || p(m:c,,6)-

The following chain of inclusions
F(0;20;6) D F(1;60;0) D -+ D F(m;e0;0)

is valid.
Let there be given two functions of the class F(m;eq;0):
ut,e,0(t,€)) = > up(t,e)exp(ind(t,c)),
v(t,e,0(t,e)) = Z vn(t,€) exp(inb(t, €)).

We define product of those functions by the formula [13]:

(wv)(t,e,0(t,€)) = Z Z Un—s(t,€)vs(t, €) exp(ind(t, €)).

nN=—00 §=—00

Obviously, uv € F(m;ep;0). We state some properties of the norm
Il - |7 (mieo:0)- Let u,v € F(m;e0;0), k = const. Then

(1) Hku”F(nL;Eo;@) = |k|Hu||F(7n;Eo;9);

(2) Hu + 'UHF(m;Eo;G) < ”uHF(m;so;9) + ||U||F(m;so;9);
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(3) HUUHF(m;Eo;O) < 2mH’(‘L||F(1ﬂ;fso;9)||UHF(m;Eo;t9)'
For any f(t,e,0) € F(m;ep;0), we denote:

2

r.(f) = i/f(?f,e,u) exp(—inu) du.

2m
0
Let A(t,e,0) = (a;r(t,e,0)) — (M x K) be the matrix with elements of
the class F(m;eq;6). We denote:
(A)je =aze (j=1LM, k=1K),
K

|‘A||?(m;€0;0) =  nax

B 2 (A) ikl 7 (mseo:0)-

I
=1

3. STATEMENT OF THE PROBLEM

Consider the following system of differential equations:

dx
7; = Hi(p)r1 + p(Bui(t,e,0)x1 + Bia(t, g, 0)z2),
(2)
dx
(T; = Ha(p)x2 + p(Bai(t. €, 0)21 + Baa(t, €,0)2),
where x1 = colon (211, ...,Z1n,), 2 = colon (za1, ..., T2N,),
ipp 0 0 0
1 dpp ... 0 O
Hl(@) el R I S s
0 0 ... 0 0
0 0 1 app
ireg 0 0 O
1 dre ... 0 O
Hg((p) e R
0 0 ... 0 0
0 0 ... 1 ire

are the Jordan blocks of dimensions Ny and Ny, respectively (N1+Ng = N);
p,r € Z; Bji(t,e,0) are the (N; x Ni) matrices with elements of the
class F(m;e;0); o(t,e) is the function appearing in the definition of class
F(m;e;0); p € (0,1). In this sense, we deal with a resonance case.

We study the problem of existence and properties of the transformation
of kind:

Tj = le(tvgaenu')gl +Lj2(t7519mu')§2’ J=12, (3)
where the elements of (N; x Ny)-matrices L;; (j,k = 1,2) belong to the
class Fi(m — 1;e1;0) (0 < g1 < &9), reducing the system (2) to the form:

% = Dy, (t,&,0, p)z1, % = Dn,(t,&,0, p)2, (4)
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where the elements of (NV; x N;)-matrices Dy, (j = 1,2) likewise belong to
the class Fi(m — 1;e1;6).

4. AUXILIARY RESULTS

Lemma 1. Let there be given a matrixz differential equation

ax . l : l
==+ ;Pz@,e,em )X =X (i + ;czxt,e,em ) ©)
where X is (M x K)-matriz, Pj(t,e,0), Qi(t,e,0) (I =1,q) are matrices of
dimensions (M x M) and (K x K) respectively with elements from the class
F(m;e;0),

0 0 0 0 0 0 0 0
10 00 10 0 0
Ju= | s Tk = e
0 0 0 0 0 0 0 0
0 0 10 0 0 1 0

are Jordan blocks of dimensions M and K, respectively, whose diagonal
elements are equal to zero, u € (0,1).

Then there exists po € (0,1) such that for any p € (0, o) there exists
transformation of the kind

X = (EM + zq: O,(t, e, G)ul)Y<EK + zq: Uyt e, a)ul), (6)
=1 =1

whereY is the (M x K)-matriz, Ey, Ex are identity matrices of dimensions
M and K respectively, the elements of (M x M)-matrices ®; and those
of (K x K)-matrices ¥; (I = 1,q) belong to the class F(m;e;0) reducing
equation (5) to the form:

dY

q q
- l 7 l +1
% - (JM +;Ul(t?€)/’[’ +€;Ul(ta€79)/’[’ +:uq Wl(t75797u))y_

q q
- Y(JK + 3 Vit e + 2 Vit e, )l + uI Walt, 2,6, u)), (7)

1=1 1=1
where U (t,e), Vi(t,e) (I = 1,q) are the matrices of dimensions (M x M)
and (K x K), respectively, with elements from the class S(m;eg), Ui(t,¢)
and Vi(t,e) (I =1, q) are the matrices of dimensions (M x M) and (K x K),
respectively, with elements from the class F(m — 1;e9;0), Wy, Wo are the

matrices of dimensions (M x M) and (K x K), respectively, with elements
from the class F(m — 1;¢0;0).

Proof. We substitute (6) into the system (5) and require for the transformed
system to have the form (7). Then for the matrices ®;, ¥; (I = 1,q) we
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obtain the following differential equations:

d® -
7; =Juy® — O Jy +P1(t,6,9) — Ul(t,&?) — EUl(t,E,g),
dv ~
7; = JK\Ill - \Ille - Ql(tvgaa) + Vl(tag) +EV1(t,€,9),
dd A
!
e Ty, — @ Pi(t,e,0 P,(t,e,0)®,_,—
i Ju P 1+ 1(767)4"; (t,e,0)®;
-1 -1
=Y B UL (te) —e> O,Ui_y(t e, 0)-
v=1 v=1
—Ui(t,e) —eUy(t,e,0), 1=2,q,
qT -1
!
=Jg¥; - U - t, e, 0) — U,Q_,(te, 0
q =Jr¥ — U Jx — Qi(t,e,0) I; Qi—v(t,e,0)+
-1 -1
+Y Vot o)W, +e Y V(te,0)¥_+
v=1 v=1

+ Vilt,e) +eVi(t,e,0), 1=2,q.

The matrices Wy, Wy are defined from the equations

(EM + zq:q’l(tﬁa@)ul)wl =
=1
- Z [ Z (P, ®s5 — <1>5Ua)] e — sqzl( Z <I>aﬁ5)us,

+d=s+q+1 s=0 o+d=s+q+1

Wy (EK + zq: U, (t, e, H)ul) =

=1

[

qg—1

- z_: { Y (—T,Qs+ ngg)}us +€Z( > ‘70@5)#5,

s=0 o+4+d=s+q+1 s=0 o+d=s+q+1

Based on the equations (8)—(11), we set

(U)sm = Lo((Th)sm)s

o0
Fn((q)l)s—l,M + (Tl)sM) ind
(®1)smr = n;oo ing e,
(n+0)

o0

129

(8)
(9)

(10)

(11)

(13)

(ﬁz)sMZ—% Z %(I‘ n((P)s—1,00 + (T1) st ) ind (ZCI) . V) ’

me

n=-—o0
(n#0)

(U)s,m—5 =To((T1) s,p1—5),
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oo

Lo ((P0)s—1,m—5 — (Ro)s,mr—j11 + (T)s,1—5) ino
(®1)s,n1—j = n;m g e
(n#0)
~ T d (Tol((®) s — (@) snr—jir (T si—3)\ ing
U, = 7( £ ’ J S5 J S, J)zn_
(Ut)s, J 5n;mdt 0%) €
(n#0)
-1
(Y 00) (=T M; j=TM-1),
= s, M—j
where
-1 -1
Li=P+)Y Po_,—Y ®U_, (I=T4).
v=1 v=1
-1
(if I = 1, then we assume Y, to be equal to zero; if s = 1, then we assume

v=1

(®)s—1,; to be equal to zero),
V)skx = To((Ri)sk ),

oo

Fn((‘l/l)S—l,K + (Rl)sK) inf
(\Ill)sK = ngoo ano € )
(n+0)
S s d Ta((W)so1k + (Rl)sK)) in6
(Vi)sxe = e HZOO dt ( %) °
(n#0)

-1 N
(S,

V)s,x—j = Lo((Ri)s,—3),

o0
Ln((W)s—1,6—5 — (U1)s,k—j1 + (Ri)s,k—5) ino
\P s = ) : 3y 3y m ,
( l) K =3 n;m ing €
(n£0)

~ 100 d F \IJ s— _,_\Ij . . +Rs . in
(Vl)s’K_j:_,Z %( n((We)s—1,k—j ('l)s,K g1t (R)s i ]))e o

— me
(n+0)
-1
—(ZWIJH) (s=T,K; j=1,K 1),
1 s, K—j
where
-1 1-1
Rl = 7Ql - Z \IIUQlfu + Z Vu\plfu (l = 13 Q)
v=1 v=1
-1
(if I = 1, then we set > to be equal to zero; if s =1, then we set (¥)s_1;
v=1

to be equal to zero).
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Then for sufficiently small values p, the matrices Wy, Wy are uniquely
defined from equations (12), (13). O

Consider now the matrix differential equation

dX
— =JuX — XJg + F(t,e,0) + u(A(t,e,0) X —

dt
— XB(t,e,0)) — > XR(t,¢,0)X, (14)

where X is the (M x K)-matrix, F', A, B, R are matrices of dimensions
(M x K), (M x M), (K xK), (K x M), respectively, whose all elements
belong to the class F'(m;e;0).

Lemma 2. Let equation (14) satisfy one of the sets of conditions 1, I, II1:

I (1) M<K,

©) 3 To((F)ok—i1) =0, 5 =T,
) inf To(B)ix)| > 0

L (1) M=K,
() £ Tol(Phuk—s4) =0, 5 =07,

(3) nf[To((A)1ar = (B)iar)| > 0;
. (1) M>K,

@) 3 To((Flok-50) =0, 5 =T K.

(3) inf|To((A)1ar)[ > 0.
Then there exists py €10,1[ such that for any p €]0, pu1| there exists the
transformation of the kind
2q—1
X = Z Es(t, e, Op’ + O(t,e,0, )Y V(t, 2,0, 1), (15)
s=0

where the elements of (M x K)-matrices E5 (s = 0,2¢ — 1), of (M x M)-
matriz ® and of (K x K)-matriz U belong to the class F(m;ep,0) Yu €
(0, p1), reducing the equation (14) to the form

dy

= JuY — Y+ (iUz(t,s)ul)Y ~¥ (vt o)+

=1 =1
+e(U(t,e,0,n)Y =YV (t,e,0, 1))+
+ luqul (/V\[//vl (t7 g, 97 H’)Y - Y/V\V/Q(t, g, 0, ‘u))—|—
+eG(t,e,0, 1) + > H(te,0, 1) + pY Rt e, 0, p)Y, (16)
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where the elements of matrices Uy, Vi (I =1,q) belong to the class S(m;eq),

and the elements of matrices U, V., W1, Ws, G, H, Ry of the corresponding
dimensions belong to the class F(m — 1;£¢;0).

Proof. Along with the equation (14), we consider an auxiliary matrix equa-
tion

d=
go(t,e)@ = JyE - ZJg + F(t,e,0)+

+ M(A(tv g, 0)5 - EB(t7 g, 9)) - :U‘ZER(tv g, 0)57 (17)

where t, ¢ are considered as constants. The matrices-functions F(t,¢,6),
A(t,e,0), B(t,e,0), R(t,e,0) are 2m-periodic with respect to §. We con-
struct, according to the Poincare method of small parameter [14], an ap-
proximate 27-periodic with respect to 6 solution of the equation (17) in the
form of a sum:

(1]

2q—1
=Y Eilt,e,0)p’ (18)

The coefficients =5 are determined from the following chain of linear non-
homogeneous matrix differential equations:

—_
=0

o(t, E)W = JuEo — EoJk + F(t,¢,0), (19)
o(t, E)d;; = JuE1 — E1Jix + A(t,€,0)20 — E0B(t,¢,0), (20)
olt, 5)%; = JuZs — EaJk + A(t,e,0)21 — E1B(t,e,0)—
- EoR(t,{:‘,o)Eo, (21)
P(t,e) = = JuE, — i + Alt,,0)Z01 — Eo1 Bt 2, 6)-
s5—2
— Y EiR(t,£,0)Zs 21, 5=3,2¢— 1. (22)
=0

First consider the case M < K. The condition I.(2) ensures the existence
of a 2m-periodic with respect to 8 solution Ey(t,¢,6) of the equation (19)
having the form

EO(t7579) = Co(t,€) + E0(757679)7 (23)

where Eo(t,E, ) is the known matrix whose elements belong to the class
F(m;ep;0), and (M x K)-matrix Cy(t,e) has the form

COl(t,E) 0 0 0o ... 0

CQM(t,E) COyM_l(tﬂf) COl(t,E) 0o ... 0
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where the scalar functions cg1, ..., con are determined from the following
system of equations:

J
> To((AZo — EoB)s.k—jts) =0, j=1,M. (24)
s=1

We represent the matrices A and B in the form

A(t,e,0) = Ag(t,e) + Z Ay (t,e)e™?,

n=—oo
(n0)

B(t,e,0) = By(t,e) + Z B (t,e)e™.

n=—oo
(n#0)

Then it is easy to verify that the system (24) is a system of M linear

algebraic equations with respect to the functions cg1, ..., coa:
j [
> (Aot,e)Co = CoBo(t,e)), oy = his(tie), =T, M, (25)
s=1
where hf;, ..., h{,, are the known functions of the class S(m;eg). Deter-

minant of this system has a triangular form, and absolute values of all its
diagonal elements are equal to |(Bo(t,€))1k|. Therefore, the condition I.(3)
ensures the existence of a unique solution ¢, (¢,¢),. .., gy (t, €) of the sys-
tem (25), and this solution belongs to the class S(m;eg).

Using the above found 2m-periodic with respect to 6 solution (23) of the
equation (19), we construct a 2w-periodic with respect to 6 solution of the
equation (20) of the form

El(t7€79) = Cl(t7€) + E1(t7€79)7 (26)

where Z; (t,e,0) is the known matrix, whose elements belong to the class
F(m;ep;0), and the (M x K)-matrix C;(t,¢) has the form

Cll(t,E) 0 0 0 ... 0
Ci(te) = c12(t, €) c11(t, €) 0 0 ... 0
ClM(t,E) CLM_l(t,E) 011(t,€) 0o ... 0
The scalar functions c11, ..., ¢ are determined from the system of linear
algebraic equations
j [
Z (AO(t75)01 *ClBO(t,S))SyK_j_;,_S = hi}-(t,&), ] = 17Ma (27)
s=1
where hi,, ..., h],, are the known functions of the class S(m;¢e¢). Therefore

the condition I.(3) ensures the existence of a unique solution of the system
(27), as well. Proceeding just as above, we find a 27-periodic with respect
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to 0 solutions of the equations (21), (22). The elements of all these solutions
belong to the class F'(m;eg,0).

Consider now the case M = K. The condition II.(2) ensures the existence
of a 2m-periodic with respect to € solution of the equation (19) having the
form (23), where the (M x M)-matrix Cy(t,e) takes the form

co1(t, €) 0 - 0
Co(t,c‘?) _ Cog(t,{f) COl(t, 5) 0
CON[(t, 8) Co’Mfl(t,E) e 001(t,€>
The scalar functions co1 (¢, €), - .., con (¢, €) are determined from the follow-

ing system of linear algebraic equations:

J
> (Aot,e)Co = CoBo(ts€)), oy = 96;(t,€), j =T, M, (28)
s=1
where g§1, ..., g5y are the known functions of the class S(m;¢eg). Determi-

nant of this system has a triangular form, and absolute values of all its diag-
onal elements are equal to |(Ag(t,€)1a — (Bo(t, €))1am]|- Therefore the condi-
tion II.(3) ensures the existence of a unique solution cf; (¢, €),...,c5p (¢, €)
of the system (28), and this solution belongs to the class S(m;ep).

Thus we have fully determined the 27-periodic with respect to 6 solution
of the equation (19). Next, in a full analogy with the case M < K, we
determined 2m-periodic with respect to 6 solutions of the equations (20),
(21), (22).

In case M > K, the matrix Cy(t,€) in (23) is of the form

0 0 o 0
0 0 0
C()(t,E) = COl(t,é‘) 0 0
Co2 (t, €> COl(t, 8) 0
COK(t, 8) Co’Kfl(LE) Col(t, E)
The scalar functions co1(t,€), ..., cox (t,€) are determined from the follow-

ing system of linear algebraic equations:

J

> (Ao(t,e)Co — CoBo(t:€)), s jps = fii(t8)s G=TK, (29

s=1
where f31,..., fiy; are the known functions of the class S(m;eg). Deter-
minant of this system has a triangular form, and absolute values of all its
diagonal elements are equal to |(Ag(t,€)1as|.- Therefore the condition III.(3)
ensures the existence of a unique solution ¢ (¢,¢), ..., ¢k (¢, €) of the sys-
tem (29), and this solution belongs to the class S(m;eg). Next, analogously
to the case M < K, we determine a 2m-periodic with respect to 6 solutions
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of the equations (20), (21), (22). The elements of all these solutions belong

to the class F(m;eg;0).
Substituting in (14)
2q—1
X = Z Hs(t,e,)p’ + X,
s=0
where X is a new unknown matrix, we obtain

dX S <
E = JMX - XJK +5G1(ta€797u) + ,U/2qu(t757€7/’(‘)+

N (iﬂ(t,é‘,@)ﬂl)g 7)}<zq:Ql(t,5,0)Ml)+
— =1

+ uI T (Wi (te,0, 1) X — XW5(t,e,0,p)) + 1 X R(t,¢,0)X.

By Lemma 1, using the substitution of the kind

X = (EM + zq: ®y(t,e, G)ul)Y<EK + zq: U (t, e, 9)#),

=1 =1

we reduce the equation (31) to the form (16).

We introduce the matrices
q q
Ult,e,p) =Y Uit o', Vite,p) =Y Vi(t,e)ul,
=1 1=1

where U; and V; (I =1, q) are defined in Lemma 2.

Lemma 3. Let the equation (16) satisfy the following conditions:

(31)

(1) eigenvalues A\ (t,e, 1) (j =1, M) of the matriz Jy +U(t, e, 1) and
Aos(t,e, 1) (s =1, K) of the matriz Jx + V(t,e, 1) are such that

lgf ‘Re ()\1j (ta &, /J) — Aas (ta & M)) ‘ > ’YOMqU

(’70>07 0<(]O§q, j:17M7 3:17K),

(2) there exist the (M x M)-matriz L1(t,e, u) and the (K x K)-matriz

Lo(t,e, ) such that

(a) all elements of these matrices belong to the class S(m;eq) C

F(m;eo;0);

(b) |!L;1(t757/1)||*F(m50,0) < Myp™®, My € (07+OO); o € [07Q]’

j=12

(C) Ll_l(JM + U)Ll - Al(t,E,M), L2(JK + V)L2_1 = AQ(tagaM)7

where Ay = diag (A11,..., A1), As = diag (Aa1, ..., Aok );

3) ¢g>q+a-—1/2.
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Then there exist po € (0,1) and K* € (0, +00) such that for any p € (0, o)
the matriz differential equation (16) has a particular solution Y (t,e,0, u)
such that allits elements belong to the class F(m—1;e1(n);0), whereei(pn) =
min(gg, K*p2e+2e-1),

Proof. In the equation (16), we perform the substitution

e+ p*

Y ,u‘10+2°‘ L1(t,€,p)ZL2(t,€7ﬂ), (32)

where Z is a new unknown (M x K)-matrix. We obtain

dz

i A (tye,u)Z — ZAo(t, e, 1) + s(ﬁl(tﬁ,e,u)Z — Z‘Nfl(t,z—:, 0,u))+
+ patt (Wg(t,E,G,M)Z — ZW;;(t,s,@,u))-i—
5ILL¢10+204
€+ p2a

€+ p
+ quTéL;—lZRQ(t’s’e"u)Z’ (33)

,uQQ+2a+qo
€+ p2e

Gz(t’E?H’#)Jr Hz(t’€707/“’l’)+

where

Go=L7'GiLy"', Hy=L7'H\L;",
Uy = L7'ULy — e 'L7Y(dLy /dt), Vi = LyULy' + e Y (dLy/dt) L5,
Wi =L7'WiLy, Wy = LoWyLy', Ry = LoR, L.

All elements of these matrices belong to the class F'(m — 1;¢¢;6).

Owing to the formulas for matrices Gy, Hsy, Uy, ‘71, W3, W4 and the
condition 2(b) of the lemma, there exists Ko € (0, +00) such that

K2 K2
||G2||F(m71;5;0) < ﬁ7 HHQHF(mfl;s;O) < —
7 K2 7 K2
1IF(m—1;&0) =~ ~ > HF(m=15e50) S — s
U]l < e Al < 22
7. K2 Tir K2
||W3||F(m—1;s;6) < Mioé7 ||W4||F(m—1;s;9) < qua, ||R2||F(m—1;5;0) < K.

Along with the equation (33), we consider the matrix linear differential
equation

dZ,
7; =N (t,e, ) Zo — ZoMa(t, e, )+
6,uqo+2a ‘u2q+2a+qo
o Gz(t7€,97u)+WHQ(’”&’H’“)' (34)
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It is easy to see that this equation is a system of M K independent scalar
first-order differential equations

d(Zy)is
% = ()\lj(t7 g, /1') - )‘2S(t7 €, M))d(ZO)js+
Euqo+2a M2q+2a+qo
My (Galt,e,0,p)) ,, + T A (Ha(t.e,0,1));,, (35)

j=1,M, s=1K.

In [13], it has been shown that the conditions of the lemma provide us with
the existence of a unique particular solution (Zy(t,e,0,n));s (j = 1, M,
s = 1, K) of the system (35), which belongs to the class F(m — 1;0; ), and
in addition, there exists Ky € (0,400) such that

1(Z0) sl F(m—-15e0:0) <
KO 6u‘10+20¢ ﬂ2q+2a+q0
< E (5 + u2q ||(G2)js||F(m*1§€0§9) + -+ qu |‘(H2)js||F(m71;ao;9))~
Hence the equation (34) has a particular solution Zy(t,e,0, u) all elements
of which belong to the class F(m — 1;g¢;6) and, in addition, there exists
K, € (0,400) such that

||ZOH*F(m—1;so;0) <
- & (5uqo+2a M2q+2a+qo

*
= oo \o g p20 G2l (m—15e050) + -

Fm el (360

We seek for a solution of the equation (33) all elements of which be-
long to the class F'(m — 1;¢1;6), by using the iterative method, identifying
Zy(t,e,0, 1) as an initial approximation, and subsequent iterations are de-
fined as a solutions all elements of which belong to the class F(m — 1;1;0)
of linear inhomogeneous matrix differential equations

dz,
dt+1 = Al(t, £, M)ZV-H — Zys1ho (t7 g :u)+
gptot2a p2at2atao
P Ga(t,e,0,1) + et 21 Halt.e,6, 1)+

+e(Ui(t,e,0,1) 2, — Z,Vi(t,e,0, 1)+
+ Tt (Walt,e, 0, 1) Z, — Z,Wa(t,e,0, 1))+

e+ pa

WZVRQ(t,&—,a,,U/)ZV, 1/2071,2,... . (37)

Denote

Q= {Z € F(m—1;20;0) : |12 = Zollp(n-1,c00) < d}~
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Using a technique known as contraction mapping principle [15], it is not
difficult to show that if

e+ pitt .
K1K2(W2 (1Zoll 7 (m—152050) + )+
€+ 1P o ) 2
t otz 2 (120l bnoricon T 4)) S do < d (39)

all iterations (37) belong to Q. And if

€+ Mq-‘rl m €+ MQq 2m—1 *
KlKQ( uq0+a 2"+ M2q0+2a—1 2 (”ZO”F(m*l;Eo;@) +d)) < 1’ (39)

then the process (37) converges to a solution of the equation (33) all elements
of which belong to class the F(m — 1;¢1;60). The inequalities (38), (39)
hold due to the conditions (3) of lemma for sufficiently small p and ¢/
p2ao+2a=1 " Therefore e1(u) = K*p?®+t2071 where K* is a sufficiently
small constant. O

The following lemma is an immediate consequence of the above one.

Lemma 4. Let the equation (14) satisfy all conditions of Lemma 2, and the
equation (16) obtained from (14) by means of the transformation (15) satisfy
the conditions of Lemma 3. Then there exists uz € (0,1), K3 € (0,+00)
such that for any p € (0,pu3) the equation (14) has a particular solution
which belongs to the class F(m — 1;e2(u);0), where eo(p) = Kou?® 201,
and qo, a are defined in Lemma 2.

5. THE BAsic RESULTS

Getting back to the system (2), we make transformation

Ty = eipeyh T2 = 6"%/2- (39)
We obtain
d ~ ~
% = Jny1 + pu(Bui(t,e,0)y1 + Bia(t, e, 0)y2),
(40)
d - -
% = Jnyy2 + p(Bai(t,€,0)y1 + Baa(t, e, 0)y2),
where
0 0 0 0 0 0 0 O
1 0 0 0 1 0 0 O
Tne = | oo R
0 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0

are the Jordan blocks of dimensions N7 and N, respectively, whose diagonal
elements are equal to zero, and all elements of matrices Bjx (¢, ¢, 6) belong
to the class F(m;eg;0).
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In the system (40) we make the transformation

Y1 =21+ MQIQ(t’ 2 9’ M)Z27 Y2 = HQQI (t’ 25 97 /’L)Zl + 2a. (41)
Having required for the conditions of block diagonality for the above trans-
formed system, we obtain for (N; x Nj)-matrices @, the following system
of the form
dQji
dt

= JN,Qjr — QjrIN, + Ejk(t7579)+

+ u(Bj(t,e,0)Qjx — QjrBri(t,e,0)) — 1 Q;x Brj Qi (42)
k=12 (j#k).
Then for the Ni-vector z; and Na-vector zo we obtain the system
le

E = DN1 (t,E, 97.“)217

d
©2 = Dy, (te.0, 1)z, (43)
dt
where
DN1 - JNl + Méll(t7 g, 9) + ,U/2B12(ta g, 9)@21(ta g, 9, M)v
Dy, = Jn, + puBas(t,,0) + 1 Bai (t,£,0)Qua(t, £, 0, )

are matrices of dimensions (N7 X N7) and (Na X Na), respectively.

It is easy to see that the system (42) is divided into two independent
equations, each of which has the form (14). Therefore, by Lemma 4, the
following theorem is true.

Theorem. Let each of the equations (42) satisfy all conditions of Lemma 4.
Then there exists py € (0,1), K4 € (0,400) such that for any p € (0, pa)
there exists the transformation of kind (3) with coefficients from the class
F(m—1;e4(1); 0), where e4(p) = Kqpu?9+22=1 (qo and o are defined in Lem-
ma 2), reducing the system (2) to a block-diagonal form (4). The matrices
Dy, Dy, are defined in terms of the expressions (44).
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