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Abstract. The conditions of existence and asymptotic for t ↑ ω (ω ≤
+∞) representations of one class of monotonic solutions of n-th order dif-
ferential equations containing in the right-hand side a sum of terms with
regularly varying nonlinearities, are established.
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ÒÄÆÉÖÌÄ. n-ÖÒÉ ÒÉÂÉÓ ÜÅÄÖËÄÁÒÉÅÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏ-
ËÄÁÄÁÉÓÀÈÅÉÓ, ÒÏÌÄËÈÀ ÌÀÒãÅÄÍÀ ÌáÀÒÄÄÁÉ ßÀÒÌÏÀÃÂÄÍÄÍ ÒÄÂÖËÀ-
ÒÖËÀÃ ÝÅÀËÄÁÀÃÉ ÀÒÀßÒ×ÉÅÏÁÉÓ ÌØÏÍÄ ßÄÅÒÈÀ ãÀÌÓ, ÃÀÃÂÄÍÉËÉÀ
ÂÀÒÊÅÄÖËÉ ÊËÀÓÉÓ ÌÏÍÏÔÏÍÖÒ ÀÌÏÍÀáÓÍÈÀ ÀÒÓÄÁÏÁÉÓ ÓÀÊÌÀÒÉÓÉ
ÐÉÒÏÁÄÁÉ ÃÀ ÌÉÙÄÁÖËÉ ÌÀÈÉ ÀÓÉÌÐÔÏÔÖÒÉ ßÀÒÌÏÃÂÄÍÄÁÉ.
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1. Introduction

The theory of regularly varying functions created by J. Karamata in 1930
has been later (see, for example, monographs [1], [2]) extensively developed
and widely used in various mathematical researches. Particularly, the last
decades of the past century is mentioned by a great interest in studying
regularly and slowly varying solutions of various differential equations and
in equations of the type

y′′ = α0p(t)φ(y),

where α0 ∈ {−1, 1}, p : [a,+∞[→ ]0,+∞[ is a continuous function and
φ : ∆Y0 → ]0,+∞[ is a regularly varying continuous function of order σ ̸= 1
as y → Y0; here Y0 equals either zero or ±∞, and ∆Y0

is a one-sided
neighborhood of Y0. Among the researches carried out within that period
and dedicated to determination of asymptotics as t → +∞ of monotonic
solutions for such equations, of special mention are the works [3], [4] and
the monograph [5].

Here, according to the definition of regularly varying function (see E. Se-
neta [1, Ch. 1, Sect. 1.1, pp. 9–10]),

φ(y) = |y|σL(y),

where L is slowly varying as y → Y0 function, i.e., the condition

lim
y→Y0
y∈∆Y0

L(λy)

L(y)
= 1 with any λ > 0

is satisfied. Considering such representation for φ, such class of equations is
a natural extension of the class of generalized second order Emden–Fowler
equations

y′′ = α0p(t)|y|σ sign y.

The basic results dealing with asymptotic properties of solutions for the
second- and n-th order Emden–Fowler equations, obtained before 1990, can
be found in the monograph due to I.T. Kiguradze and T.A. Chanturiya [6,
Ch. IV, V, pp. 309–401]. The works [7]–[16], dedicated to the determination
of asymptotics of monotonic differential equations of second and higher
orders with power nonlinearities are also worth mentioning.

For the last decade, the results obtained in [17]–[22] and also those ob-
tained in [12]–[16] were applied to differential equations

y′′ = α0p(t)φ0(y)φ1(y
′), y′′ =

m∑
k=1

αkpk(t)φk0(y)φk1(y
′),

y(n) = α0p(t)φ(y) (n ≥ 2)

with nonlinearities, regularly varying as y → Y0 and y′ → Y1, where Yi ∈
{0;±∞} (i = 0, 1), and with some additional restrictions to nonlinearity for
the first two equations.
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In the present paper we consider the following differential equation:

y(n) =

m∑
k=1

αkpk(t)

n−1∏
j=0

φkj(y
(j)), (1.1)

where n ≥ 2, αk ∈ {−1; 1} (k = 1,m), pk : [a, ω[→ ]0,+∞[ (k = 1,m)
are continuous functions, φkj : △Yj → ]0,+∞[ (k = 1,m; j = 0, n− 1)

are continuous and regularly varying as y(j) → Yj functions of orders σkj ,
−∞ < a < ω ≤ +∞,* △Yj is one-sided neighborhood of Yj , Yj equal either
to 0 or to ±∞. It is assumed that numbers νj (j = 0, n− 1) determined by

νj =


1, if either Yj = +∞, or Yj = 0

and ∆Yj -right neighborhood of 0,
−1, if either Yj = −∞, or Yj = 0

and ∆Yj -left neighborhood of 0,

(1.2)

are such that

νjνj+1 > 0 with Yj = ±∞ and
νjνj+1 < 0 with Yj = 0 (j = 0, n− 2). (1.3)

Such conditions for νj (j = 0, n− 1) are necessary for the equation (1.1)
to have solutions defined in the left neighborhood of ω, each of which sat-
isfying the conditions

y(j)(t) ∈ ∆Yj
with t ∈ [t0, ω[ , lim

t↑ω
y(j)(t) = Yj (j = 0, n− 1). (1.4)

Among strictly monotonic, with derivatives up to the n− 1 order inclusive,
in some left neighborhood of ω, solutions of equation (1.1) these ones are
of special academic interest, because each of the rest ones admits only one
representation of the type

y(t) = πk−1
ω (t)[ck−1 + o(1)] (k = 1, n),

where ck−1 (k = 1, n) are the non-zero real constants and

πω(t) =

{
t, if ω = +∞,

t− ω, if ω < +∞.
(1.5)

The question on the existence of solutions of (1.1) with similar represen-
tations may be solved, in a whole, in a rather simple way by applying, for
example, Corollary 8.2 for ω = +∞ from the monograph of I. T. Kiguradze
and T. A. Chanturiya [1, Ch. II, p. 8, p. 207] and the schemes from the
works [10], [12] as ω ≤ +∞. As for the solutions with properties (1.4),
for lack of particular representations for them, there arises the necessity to
single out a class of solutions admitting one to get such representations.

*if a > 1, then ω = +∞, and ω − 1 < a < ω if ω < +∞.
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One of such rather wide classes of solutions has been introduced in [14]–[16]
dedicated to generalized Emden–Fowler type equations of n-th order,

y(n) = α0p(t)
n−1∏
j=0

|y(j)|σj .

For the equation (1.1), this class is determined as follows.
Definition 1.1. A solution y of the equation (1.1) defined on the interval
[t0, ω[⊂ [a, ω[ , is called a Pω(Y0, . . . , Yn−1, λ0)-solution, where −∞ ≤ λ0 ≤
+∞, if along with (1.4) the condition

lim
t↑ω

[y(n−1)(t)]2

y(n−2)(t)y(n)
= λ0 (1.6)

is satisfied.
If y is a solution of the differential equation (1.1) with properties (1.4)

and the functions ln |y(n−1)(t)| and ln |πω(t)| are comparable with order one
(see [23, Ch. 5, Sect. 4,5, pp. 296–301]) as t ↑ ω, then it is easy to check that
this solution is the Pω(Y0, . . . , Yn−1, λ0)-solution for some λ0 depending on
the value of lim

t↑ω
πω(t)y(n)(t)
y(n−1)(t)

.

Moreover, using assertions 1, 2, 5 and 9 (on the properties of regularly
varying functions) from the monograph [5, Appendix, pp. 115–117], it can
be verified that in the case of regularly varying as t ↑ ω coefficients pk
(k = 1,m) of the equation (1.1), each of its regularly varying as t ↑ ω
solutions with properties (1.4) is a Pω(Y0, . . . , Yn−1, λ0)-solution for some
final or equal to ±∞ value λ0.

The aim of this note is to determine the conditions for existence of
Pω(Y0, . . . , Yn−1, λ0)-solutions of (1.1) in special cases, where λ0 = n−i−1

n−i

as i ∈ {1, . . . , n− 1}, and also asymptotic representations as t ↑ ω for such
solutions and their derivatives up to and including n− 1 order.

By virtues of the results from [16], these solutions of the equation (1.1)
possess the following a priori asymptotic properties.
Lemma 1.1. Let y : [t0, ω[→ ∆Y0 be an arbitrary Pω(Y0, . . . , Yn−1, λ0)-
solution of the equation (1.1). Then:

(1) if n > 2 and λ0 = n−i−1
n−i for some i ∈ {1, . . . , n−2}, then for t ↑ ω,

y(k−1)(t) ∼ [πω(t)]
i−k

(i− k)!
y(i−1)(t) (k = 1, . . . , i− 1)*,

y(i)(t) = o
(y(i−1)(t)

πω(t)

)
,

(1.7)

y(k)(t) ∼ (−1)k−i (k − i)!

[πω(t)]k−i
y(i)(t) (k = i+ 1, . . . , n); (1.8)

∗At i = 1 these relationships do not exist.
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(2) if n ≥ 2 and λ0 = 0, then for t ↑ ω,

y(k−1)(t) ∼ [πω(t)]
n−k−1

(n− k − 1)!
y(n−2)(t) (k = 1, . . . , n− 2)*,

y(n−1)(t) = o
(y(n−2)(t)

πω(t)

) (1.9)

and, in the case of existence of (finite or equal to ±∞) limit
lim
t↑ω

πω(t)y(n)(t)
y(n−1)(t)

,

y(n)(t) ∼ −1

πω(t) y(n−1)(t)
with t ↑ ω. (1.10)

2. Statement of the Main Results

In order to formulate the theorems, we will need some auxiliary notation
and one definition.

By virtue of the definition of regularly varying function, the nonlinearity
in (1.1) is representable in the form

φkj(y
(j)) = |y(j)|σkjLkj(y

(j)) (k = 1,m; j = 0, n− 1), (2.1)

where Lkj : ∆Yj → ]0,+∞[ are continuous and slowly varying as yj → Yj

functions, for which with any λ > 0

lim
y(j)→Yj

y(j)∈∆Yj

Lkj(λy
(j))

Lkj(y(j))
= 1 (k = 1,m; j = 0, n− 1). (2.2)

It is also known (see [1, Ch. 1, Sect. 1.2, pp. 10–15]) that the limits (2.2)
are uniformly fulfilled with respect to λ on any interval [c, d] ⊂ ]0,+∞[
(property M1) and there exist continuously differentiable slowly varying as
y(j) → Yj functions L0kj : ∆Yj → ]0,+∞[ (property M2) such that

lim
y(j)→Yj

y(j)∈∆Yj

Lkj(y
(j))

L0kj(y(j))
= 1 and lim

y(j)→Yj

y(j)∈∆Yj

y(j)L′
0kj(y

(j))

L0kj(y(j))
= 0 (2.3)

(k = 1,m; j = 0, n− 1).

Definition 2.1. We say that a slowly varying as z → Z0 function L :
∆Z0 → ]0,+∞[, where Z0 either equals zero, or ±∞, and ∆Z0 is one-sided
neighborhood of Z0, satisfies condition S0, if

L
(
νe[1+o(1)] ln |z|) = L(z)[1 + o(1)] with z → Z0 (z ∈ ∆Z0),

where ν = sign z.

∗At n = 2 these relationships do not exist.
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Remark 2.1. If the slowly varying as z → Z0 function L : ∆Z0 → ]0,+∞[
satisfies the condition S0, then for every slowly varying as z → Z0 function
l : ∆Z0 → ]0,+∞[,

L(zl(z)) = L(z)[1 + o(1)] when z → Z0 (z ∈ ∆Z0).

The validity of this statement follows from the theorem of representation
(see [1, Ch. 1, Sect. 1.2, p. 10]) of slowly varying function l and property
M1 of function L.

Remark 2.2 (see [22]). If slowly varying as z → Z0 function L : ∆Z0 →
]0,+∞[ satisfies condition S0, then the function y : [t0, ω[→ ∆Y0 is contin-
uously differentiable and such that

lim
t↑ω

y(t) = Y0,
y′(t)

y(t)
=

ξ′(t)

ξ(t)
[r + o(1)] when t ↑ ω,

where r is the non-zero real constant, ξ is continuously differentiable in some
left neighborhood of ω real function, for which ξ′(t) ̸= 0, then

L(y(t)) = L
(
ν|ξ(t)|r

)
[1 + o(1)] when t ↑ ω,

where ν = sign y(t) in the left neighborhood of ω.

Remark 2.3. If slowly varying as z → Z0 function L : ∆Z0 → ]0,+∞[
satisfies condition S0 and the function r : ∆Z0 × K → R, where K is
compact in Rm, is such that

lim
z→Z0
z∈∆Z0

r(z, v) = 0 unifornly with respect to v ∈ K,

then

lim
z→Z0
z∈∆Z0

L(νe[1+r(z,v)] ln |z|)

L(z)
= 1

uniformly with respect to v ∈ K, where ν = sign z.

Indeed, if it shouldn’t be true, then there would exist a sequence {vn} ∈ K
and a sequence {zn} ∈ ∆Z0 converging to Z0 such that the inequality

lim inf
n→+∞

∣∣∣L(νe[1+r(zn,vn)] ln |zn|)

L(zn)
− 1

∣∣∣ > 0 (2.5)

is fulfilled.
Thus it is clear that there is the function v : ∆Z0 → K such that v(zn) =

vn. For this function it is obvious that lim z→Z0
z∈∆Z0

r(z, v(z)) = 0 and hence

lim
z→Z0
z∈∆Z0

L(νe[1+r(z,v(z))] ln |z|)

L(z)
= 1,

which contradicts the inequality (2.5).
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Finally, let us introduce auxiliary definitions assuming

µki=n−i−1+

i−2∑
j=0

σkj(i−j−1)−
n−1∑

j=i+1

σkj(j−i) (k=1,m; i=1, n),

γk = 1−
n−1∑
j=0

σkj , γki = 1−
n−1∑
j=i

σkj (k = 1,m; i = 1, n− 1),

Cki=
1

(n−i)!

i−1∏
j=0

[(i−j−1)!]−σkj

n−1∏
j=i+1

[(j−i)!]σkj (k=1,m; i=1, n− 1),

Jki(t)=

t∫
Aki

pk(s)|πω(s)|µki

n−1∏
j=0

j ̸=i−1

Lkj

(
νj |πω(s)|i−j−1

)
ds (k=1,m; i=1, n),

Jkii(t) =

t∫
Akii

|Jki(s)|
1

γki ds (k = 1,m; i = 1, n),

where each of the limits of integration Akm, Akmm (m ∈ {0, 1}) is chosen
equal to the point a0 ∈ [a, ω[ (on the right of which, i.e., as t ∈ [a0, ω[ , the
integrand function is continuous) if under this value of limits of integration
the corresponding integral tends to ±∞ as t ↑ ω, and equal to ω if at such
value of limits of integration it tends to zero as t ↑ ω.

Theorem 2.1. Let n > 2, i ∈ {1, . . . , n − 2} and for some s ∈ {1, . . . ,m}
the inequalities

lim sup
t↑ω

ln pk(t)− ln ps(t)

β ln |πω(t)|
<

< β
n−1∑
j=0

j ̸=i−1

(σsj − σkj)(i− j − 1) at all k ∈ {1, . . . ,m} \ {s}, (2.6i)

be fulfilled, where β = signπω(t) for t ∈ [a, ω[ . Moreover, let γsγsi ̸= 0 and
the functions Lsj for all j ∈ {0, . . . , n − 1} \ {i − 1} satisfy condition S0.
Then for the existence of Pω(Y0, . . . , Yn−1,

n−i−1
n−i )-solutions of the equation

(1.1) it is necessary, and if algebraic equation
n−1∑

j=i+1

σsj

(j − i)!

j−i∏
m=1

(m− ρ) + σsi =
1

(n− i)!

n−i∏
m=1

(m− ρ) (2.7)

has no roots with zero real part it is sufficient that (along with (1.3)) the
inequalities

νjνj−1(i− j)πω(t) > 0 at all j ∈ {1, . . . , n− 1} \ {i},
νiνi−1γsγsiJsii(t) > 0,

(2.8i)

νiαs(−1)n−i−1πn−i−1
ω (t)γsiJsi(t) > 0 (2.9i)
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be fulfilled in some left neighborhood of ω, as well as the conditions

νj−1 lim
t↑ω

|πω(t)|i−j = Yj−1 at all j ∈ {1, . . . , n} \ {i},

νi−1 lim
t↑ω

|Jsii(t)|
γsi
γs = Yi−1,

(2.10i)

lim
t↑ω

πω(t)J
′
si(t)

Jsi(t)
= −γsi, lim

t↑ω

πω(t)J
′
sii(t)

Jsii(t)
= 0. (2.11i)

Moreover, each solution of that kind admits as t ↑ ω the asymptotic repre-
sentations

y(j−1)(t) =
[πω(t)]

i−j

(i− j)!
y(i−1)(t)[1 + o(1)] (j = 1, . . . , i− 1), (2.12i)

y(j)(t) = (−1)j−i (j − i)!

[πω(t)]j−i
· γsiJ

′
sii(t)

γsJsii(t)
y(i−1)(t)[1 + o(1)] (2.13i)

(j = i, . . . , n− 1),

|y(i−1)(t)|γs

Lsi−1(y(i−1)(t))
= |γsiCsi|

∣∣∣ γs
γsi

Jsii(t)
∣∣∣γsi

[1 + o(1)] with t ↑ ω, (2.14i)

and in case ω = +∞ there is i + 1-parameter family of solutions if the
inequality νiνi−1γsγsi > 0 is valid, and i − 1 + l-parameter family if the
inequality νiνi−1γsγsi < 0 is valid, in case ω < +∞, there is r+1-parameter
family if the inequality νiνi−1γsγsi > 0 is valid, and r-parameter family if
the inequality νiνi−1γsγsi < 0 is valid, where l is a number of roots of the
equation (2.7) with negative real part and r is a number of its roots with
positive real part.

Remark 2.4. Algebraic equation (2.7) has a fortiori no roots with zero real

part, if
n−2∑
j=i

|σsj | < |1− σsn−1|.

In Theorem 2.1, asymptotic representation for y(i−1) is written implicitly.
The following theorem shows an additional restriction under which this
representation may be presented explicitly.

Theorem 2.2. If the conditions of Theorem 2.1 are fulfilled and a slowly
varying at y(i−1) → Yi−1 function Lsi−1 satisfies condition S0, then for each
Pω(Y0, . . . , Yn−1,

n−i−1
n−i )-solution of the equation (1.1), asymptotic represen-

tations (2.12i), (2.13i) and

y(i−1)(t) = νi−1

∣∣∣γsiCsiLsi−1

(
νi−1|Jsii(t)|

γsi
γs

)∣∣∣ 1
γs ×

×
∣∣∣ γs
γsi

Jsii(t)
∣∣∣ γsi

γs
[1 + o(1)] (2.15i)

hold when t ↑ ω.
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3. Proof of Theorems

Proof of Theorem 2.1. Necessity. Let y : [t0, ω[→ ∆Y0 be an arbitrary
Pω(Y0, . . . , Yn−1,

n−i−1
n−i -solution of the equation (1.1). Then the conditions

(1.4) are satisfied, there is t1 ∈ [a, ω[ such that νjy
(j)(t) > 0 (j = 0, n− 1)

for t ∈ [t1, ω[ and by Lemma 1.1, the asymptotic relations (1.7), (1.8) hold.
From (1.7) and (1.8) we obtain the relations

y(j)(t)

y(j−1)(t)
=

i− j + o(1)

πω(t)
(j = 1, n) when t ↑ ω (3.1i)

and therefore

ln |y(j−1)(t)| =
[
i− j + o(1)

]
ln |πω(t)| (j = 1, n) when t ↑ ω. (3.2i)

By virtue of (3.1i), the first of inequalities (2.8i) are fulfilled, and by virtue
of (3.2i), the first of conditions (2.10i) are satisfied.

Taking into account (3.2i), the representations (2.1) and the conditions

lim
y(j)→Yj

y(j)∈∆yj

lnLkj(y
(j))

ln |y(j)|
= 0 (k = 1,m, j = 0, n− 1), (3.3)

which are satisfied due to the properties of slowly varying functions (see [1,
Ch. 1, p. 1.5, p. 24]), we find that

lnφkj(y
(j)(t)) = σkj ln |y(j)(t)|+ lnLkj(y

(j)(t)) =

=
[
σkj + o(1)

]
ln |y(j)(t)| =

[
σkj(i− j − 1) + o(1)

]
ln |πω(t)|

(k = 1,m, j = 0, n− 1) when t ↑ ω.

That is why for each k ∈ {1, . . . ,m} \ {s},

ln
[pk(t)n−1∏

j=0

φkj(y
(j)(t))

ps(t)
n−1∏
j=0

φsj(y(j)(t))

]
= ln pk(t)

ps(t)
+
n−1∑
j=0

[
lnφkj(y

j)(t)−lnφsj(y
(j)(t)

]
=

= ln pk(t)

ps(t)
+ ln |πω(t)|

n−1∑
j=0

[
(σkj − σsj)(i− j − 1) + o(1)

]
=

= β ln |πω(t)|
[

ln pk(t)− ln ps(t)

β ln |πω(t)|
+ β

n−1∑
j=0

j ̸=i−1

(σkj − σsj)(i− j − 1) + o(1)

]
as t ↑ ω.

Since the expression, appearing on the right of this correlation, by virtue of
(2.6i) and the type of the function πω from (1.5), tends to −∞ when t ↑ ω,
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therefore

lim
t↑ω

pk(t)
n−1∏
j=0

φkj(y
(j)(t))

ps(t)
n−1∏
j=0

φsj(y(j)(t))

= 0 at all k ∈ {1, . . . ,m} \ {s}. (3.4)

Then from (1.1) it follows that this solution implies asymptotic relation

y(n)(t) = αsps(t)[1 + o(1)]

n−1∏
j=0

φsj(y
(j)(t)) when t ↑ ω. (3.5)

Here, for all j ∈ {0, . . . , n− 1} \ {i− 1}, the functions Lsj in the represen-
tations (2.1) of functions φsj satisfy the condition S0. Therefore, by virtue
of (3.1i) and Remark 2.2, for them we have

Lsj(y
(j)(t)) = Lsj

(
νj |πω(t)|i−j−1

)
[1 + o(1)] when t ↑ ω.

Taking into account (2.1) and the above representations, we can rewrite
(3.5) in the form

y(n)(t) = αsps(t)y
(i−1)(t)|σsi−1Lsi−1(y

(i−1)(t))×

×
( n−1∏

j=0
j ̸=i−1

|y(j)(t)|σsjLsj

(
νj |πω(t)|i−j−1

))
[1 + o(1)] at t ↑ ω.

Hence, using (1.7), (1.8) and bearing in mind the fact that according to
(3.1i),

y(n)(t) =
y(n)(t)

y(n−1)(t)
· · · y

(i+2)(t)

y(i+1)(t)
y(i+1)(t) ∼

∼ (−1)n−i−1(n− i)!

πn−i−1
ω (t)

y(i+1)(t) at t ↑ ω,

and the notation introduced before formulation of theorems, we get the
following relation:

y(i+1)(t)|y(i)(t)|γsi−1

|y(i−1)(t)|γsi−γsLsi−1(y(i−1)(t))
=

= αs(−1)n−i−1
(

sign[πω(t)]
n−i−1

)
Csip(t)|πω(t)|µsi×

×
n−1∏
j=0

j ̸=i−1

Lsj

(
νj |πω(t)|i−j−1

)
[1 + o(1)] at t ↑ ω. (3.6)

By virtue of property M2 of slowly varying functions, there is a con-
tinuously differentiated function L0si−1 : ∆Yi−1 → ]0,+∞[ satisfying the
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conditions (2.3) for k = s and j = i− 1. Using these conditions and (3.1i),
we find that( |y(i)(t)|γsi

|y(i−1)(t)|γsi−γsL0si−1(y(i−1)(t))

)′
=

νiy
(i+1)(t)|y(i)(t)|γsi−1

|y(i−1)(t)|γsi−γsL0si−1(y(i−1)(t))
×

×
(
γsi − (γs − γsi)

y(i)(t)

y(i+1)(t)
· y(i)(t)

y(i−1)(t)
−

− y(i)(t)

y(i+1)(t)
· y(i)(t)

y(i−1)(t)
·
y(i−1)(t)L′

0si−1(y
(i−1)(t))

L0si−1(y(i−1)(t))

)
=

=
y(i+1)(t)|y(i)(t)|γsi−1

|y(i−1)(t)|γsi−γsL0si−1(y(i−1)(t))

[
νiγsi + o(1)

]
at t ↑ ω.

Therefore (3.6) can be rewritten in the form

( |y(i)(t)|γsi

|y(i−1)(t)|γsi−γsL0si−1(y(i−1)(t))

)′
=

= νiαs(−1)n−i−1γsi
(

sign[πω(t)]
n−i−1

)
Csip(t)|πω(t)|µsi×

×
n−1∏
j=0

j ̸=i−1

Lsj

(
νj |πω(t)|i−j−1

)
[1 + o(1)] at t ↑ ω.

Integrating this relation on the interval between t1 and t and taking into
account that the fraction under the derivative sign due to the condition
γsi ̸= 0 tends either to zero, or to ±∞ as t ↑ ω, we get

|y(i)(t)|γsi

|y(i−1)(t)|γsi−γsL0si−1(y(i−1)(t))
=

= νiαs(−1)n−i−1γsi
(

sign[πω(t)]
n−i−1

)
CsiJsi(t)[1 + o(1)] at t ↑ ω.

From here first of all follows that the inequality (2.9i) is fulfilled. Moreover,
from this and (3.6), due to the equivalence of functions Lsi−1 and L0si−1 as
y(i−1) → Yi−1, we have

y(i+1)(t)

y(i)(t)
=

J ′
si(t)

γsiJsi(t)
[1 + o(1)] at t ↑ ω,

whence, according to (3.1i) for j = i+ 1, it follows that the first condition
of (2.11i) is valid.

From the obtained relation we also have

y(i)(t)

|y(i−1)(t)|
γsi−γs

γsi L
1

γsi
0si−1(y

(i−1)(t))
=

= νi
∣∣CsiγsiJsi(t)

∣∣ 1
γsi [1 + o(1)] at t ↑ ω. (3.7)
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By virtue of the fact that(
|y(i−1)(t)|

γs
γsi

L
1

γsi
0si−1(y

(i−1)(t))

)′

=

=
νi−1y

(i)(t)|y(i−1)(t)|
γs−γsi

γsi

L
1

γsi
0si−1(y

(i−1)(t))

[
γs
γsi

− 1

γsi

y(i−1)(t)L′
0si(y

(i−1)(t))

L0si(y(i−1)(t))

]
=

=
νi−1y

(i)(t)|y(i−1)(t)|
γs−γsi

γsi

L
1

γsi
0si−1(y

(i−1)(t))

[ γs
γsi

+ o(1)
]

at t ↑ ω,

from (3.7) it follows( |y(i−1)(t)|
γs
γsi

L
1

γsi
0si−1(y

(i−1)(t))

)′
=

νiνi−1γs
γsi

∣∣CsiγsiJsi(t)
∣∣ 1
γsi [1 + o(1)] when t ↑ ω.

Here the fraction appearing under the derivative sign tends either to zero
or to ±∞ as t ↑ ω, since by virtue of (1.4) and properties of slowly varying
functions (see (3.3)),

ln |y(i−1)(t)|
γs
γsi

L
1

γsi
0si−1(y

(i−1)(t))
= ln |y(i−1)(t)|

[
γs
γsi

− 1

γsi

lnL0si−1(y
(i−1)(t))

ln |y(i−1)(t)|

]
=

= ln |y(i−1)(t)|
[ γs
γsi

+ o(1)
]
→ ±∞ at t ↑ ω.

That is why, by integrating this correlation on the interval from t1 to t, we
get

|y(i−1)(t)|
γs
γsi

L
1

γsi
0si−1(y

(i−1)(t))
=

νiνi−1γs
γsi

|γsiCsi|
1

γsi Jsii(t)[1 + o(1)] at t ↑ ω. (3.8)

From here it follows the validity of the second inequality of (2.8i) and also,
in view of the equivalence of functions Lsi−1 and L0si−1 as y(i−1) → Yi−1,
the validity of the asymptotic representation (2.14i). Besides, (3.7) and
(3.8) yield

y(i)(t)

y(i−1)(t)
=

γsiJ
′
sii(t)

γsJsii(t)
[1 + o(1)] at t ↑ ω. (3.9i)

By virtue of the last relation and Lemma 1.1, the second conditions of
(2.10i) and (2.11i) are fulfilled, and asymptotic representations (2.12i) and
(2.13i) hold.

Sufficiency. Let the conditions (2.8i)–(2.11i) be satisfied, and the alge-
braic equation (2.7) have no roots with zero real part. Let us show that
in this case the equation (1.1) has solutions admitting asymptotic relations
(2.12i)–(2.14i) as t ↑ ω.
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Towards this end, we consider first the relation

|Y |
γs
γsi

L
1

γsi
0si−1(Y )

= |γsiCsi|
1

γsi

∣∣∣ γs
γsi

Jsii(t)
∣∣∣[1 + vn], (3.10)

where L0si : ∆Yi → ]0,+∞[ are continuously differentiated slowly varying as
Y → Yi−1 functions, satisfying the conditions (2.3) (for k = s and j = i−1)
and existing due to the property M2 of slowly varying functions.

Having chosen an arbitrary number d ∈ ]0, |γsi

γs
|[ , let us show that for

some t0 ∈ ]a, ω[ the relation (3.10) defined uniquely, on the set [t0, ω[×R 1
2
,

where R 1
2

= {v ∈ R : |v| ≤ 1
2}, a continuously differentiated implicit

function Y = Y (t, vn) of the type

Y (t, vn) = νi−1|Jsii(t)|
γsi
γs

+z(t,vn), (3.11)
where z is the function such that

|z(t, vn)| ≤ d for (t, vn) ∈ [t0, ω[×R 1
2

and lim
t↑ω

z(t, vn) = 0

uniformly with respect to vn ∈ R 1
2
. (3.12)

Assuming in (3.10)
Y = νi−1|Jsii(t)|

γsi
γs

+z (3.13)
and then taking the logarithm of the obtained relation, after elementary
manipulations, we find that

z = a(t) + b(t, vn) + Z(t, z), (3.14)
where

a(t) =
γsi
γs

·
ln | γs

γsi
|+ 1

γsi
ln |γsiCsi|

ln |Jsii(t)|
, b(t, vn) =

γsi
γs

· ln[1 + vn]

ln |Jsii(t)|
,

Z(t, z) =
1

γs
· lnL0si−1(νi−1|Jsii(t)|

γsi
γs

+z)

ln |Jsii(t)|
.

Here, by virtue of the second condition of (2.10i), by the choice of the limit
of integration in Jsii and by the property (3.3) of slowly varying functions,

νi−1 lim
t↑ω

|Jsii(t)|
γis
γs

+z = Yi−1

uniformly with respect to z ∈ [−d, d], lim
t↑ω

a(t) = 0, (3.15)

lim
t↑ω

b(t, vn) = 0 uniformly with respect to vn ∈ R 1
2
,

lim
t↑ω

Z(t, z) = 0 uniformly with respect to z ∈ [−d, d].
(3.16)

Since
∂Z(t, z)

∂z
=

1

γs
·
νi−1|Jsii(t)|

γsi
γs

+zL′
osi−1(νi−1|Jsii(t)|

γsi
γs

+z)

L0si−1(νi−1|Jsii(t)|
γsi
γs

+z)
,
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by virtue of (2.3) and the first of the above-stated conditions, we likewise
have

lim
t↑ω

∂Z(t, z)

∂z
= 0 uniformly with respect to z ∈ [−d, d].

According to these conditions, there is a number t1 ∈ [a, ω[ such that

νi−1|Jsii(t)|
γis
γs

+z ∈ ∆Yi−1 at (t, z) ∈ [t1, ω[×Rd,

where Rd =
{
z ∈ R : |z| ≤ d

}
,∣∣a(t) + b(t, v1, v2) + Z(t, z)

∣∣ ≤ d at (t, vn, z) ∈ [t1, ω[×R 1
2
× Rd

(3.17)

and∣∣Z(t, z1)− Z(t, z2)
∣∣ ≤ 1

2
|z1 − z2| at t ∈ [t1, ω[ and z1, z2 ∈ Rd. (3.18)

Having chosen in this way the number t1, we denote by B the Banach
space of continuous and bounded on set Ω = [t1, ω[×R 1

2
functions z : Ω → R

with the norm
∥z∥ = sup

{
|z(t, vn)| : (t, vn) ∈ Ω

}
.

We distinguish from it the subspace B0 of those functions from B, for
which ∥z∥ ≤ d, and consider on B0, choosing a fortiori an arbitrary number
ν ∈ (0, 1), the operator
Φ(z)(t, vn) = z(t, vn)− ν

[
z(t, vn)− a(t)− b(t, vn)− Z(t, z(t, vn)

]
. (3.19)

By virtue of (3.17) and (3.18), for any z ∈ B0 and z1, z2 ∈ B0, we have
|Φ(z)(t, vn)| ≤ (1− ν)|z(t, vn)|+ νd ≤ d and (t, vn) ∈ Ω

and

|Φ(z1)(t, vn)− Φ(z2)(t, vn)| ≤
≤ (1− ν)|z1(t, vn)− z2(t, vn)|+ ν|Z(t, z1(t, vn))− Z(t, z2(t, vn)| ≤

≤ (1− ν)|z1(t, vn)− z2(t, vn)|+
ν

2
|z1(t, vn)− z2(t, vn)| ≤

≤
(
1− ν

2

)
∥z1 − z2∥ at (t, vn) ∈ Ω.

This implies that Φ(B0) ⊂ B0 and ∥Φ(z1)− Φ(z2)∥ ≤ (1− ν
2 )∥z1 − z2∥.

It means that the operator Φ maps the space B0 into itself and is a
contractor operator on it. Then, by the contraction mapping principle,
there is a unique function z ∈ B0 such that z = Φ(z). By virtue of (3.19),
this continuous on set Ω function is a unique solution of the equation (3.14)
satisfying the condition ∥z∥ ≤ d. From (3.14), with regard for (3.15), (3.16),
it follows that the given solution tends to zero as t ↑ ω uniformly with
respect to vn ∈ R 1

2
. Continuous differentiability of this solution on the set

[t0, ω[×R 1
2
, where t0 is some number from [t1, ω[ , follows directly from the

well-known local theorem on the existence of an implicit function defined by
the relation (3.14). In virtue of replacement (3.13), the obtained function z
corresponds to a continuously differentiated on set [t0, ω[×R 1

2
function Y of



52 V. M. Evtukhov and A. M. Klopot

type (3.11), where z possesses the properties (3.12) and which is a solution
of the equation (3.10) and satisfies the conditions

Y (t, vn) ∈ ∆Yi−1 for (t, vn) ∈ [t0, ω[×R 1
2
,

lim
t↑ω

Y (t, vn) = Yi−1 uniformly with respect to vn ∈ R 1
2
. (3.20)

Now, applying to differential equation (1.1) the transformation

y(j−1)(t) =
[πω(t)]

i−j

(i− j)!
y(i−1)(t)[1 + vj(τ)] (j = 1, . . . , i− 1),

y(j)(t) = (−1)j−i (j − i)!

[πω(t)]j−i
· γsiJ

′
sii(t)

γsJsii(t)
y(i−1)(t)[1 + vj(τ)]

(j = i, . . . , n− 1),

y(i−1)(t) = Y (t, vn(τ)), τ(t) = β ln |πω(t)|,

(3.21i)

where β is defined in (2.6i), and bearing in mind that the function
y(i−1)(t) = Y (t, vn(τ)) for t ∈ [t0, ω[ and vn(τ) ∈ R 1

2 satisfies equation

|y(i−1)(t)|
γs
γsi

L
1

γsi
0si−1(y

(i−1)(t))
= |γsiCsi|

1
γsi

∣∣∣ γs
γsi

Jsii(t)
∣∣∣[1 + vn(τ)],

with the use of sign conditions (2.8i), (2.9i), we get a system of differential
equations of the form

v′j = β
[
(i− j)(vj+1 − vj)−

γsi
γs

h1(τ)(1 + vj)(1 + vi)
]

(j=1, . . . , i− 2),

v′i−1 = β
[
− vi−1 −

γsi
γs

h1(τ)(1 + vi−1)(1 + vi)
]
,

v′j = β

[
(j − i)(1 + vj)− (j + 1− i)(1 + vj+1)−

1

γsi
h2(τ)(1 + vj)+

+
1

γs
h1(τ)(1 + vj)(γs − γsi − γsivi)

]
(j = i, . . . , n− 2),

v′n−1 = β

[
n− i

γsi
h2(τ)

i−2∏
j=0

|1 + vj+1|σsj

n−1∏
j=i

|1 + vj |σsj

|1 + vn|γsi
G(τ, v1, . . . , vn)+

+ (n− i− 1)(1 + vn−1)−
1

γsi
h2(τ)(1 + vn−1)+

+
1

γs
h1(τ)(1 + vn−1)(γs − γsi − γsivi)

]
,

v′n = βh1(τ)
[
(1 + vn)(1 + vi)−(1 + vn)−

1

γs
H(τ, vn)(1 + vn)(1 + vi)

]
,

in which

h1(τ) = h1(τ(t)) =
πω(t)J

′
sii(t)

Jsii(t)
, h2(τ) = h2(τ(t)) =

πω(t)J
′
si(t)

Jsi(t)
,
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G(τ(t), v1, . . . , vn) =
Lsi−1(Y (t, vn))

L0si−1(Y (t, vn))
·

n−1∏
j=0

j ̸=i−1

Lsj(Y
[j](t, vj , vj+1, vn))

n−1∏
j=0

j ̸=i−1

Lsj(νj |πω(t)|i−j−1)

×

×

m∑
k=1

αkpk(t)φki−1(Y (t, vn))
n−1∏
j=0

j ̸=i−1

φkj(Y
[j](t, vj , vj+1, vn)

αsps(t)φsi−1(Y (t, vn))
n−1∏
j=0

j ̸=i−1

φsj(Y [j](t, vj , vj+1, vn))

,

H(τ(t), vn) =
Y (t, vn)L

′
0si−1(Y (t, vn))

L0si−1(Y (t, vn))
,

Y [j](t, vj , vj+1, vn) =

=


πi−j−1
ω (t)

(i− j − 1)!
Y (t, vn)(1 + vj+1) when j = 0, i− 2,

(j − i)!

πj−i
ω (t)

γsi
γs

J ′
sii(t)

Jsii(t)
Y (t, vn)(1 + vj) when j = i, n− 1.

Here, the function τ(t) = β ln |πω(t)| possesses the properties

τ ′(t) > 0 at t ∈ [t0, ω[ , lim
t↑ω

τ(t) = +∞

and that is why, according to conditions (2.11i),

lim
τ→+∞

h1(τ) = lim
t↑ω

h1(τ(t)) = 0,

lim
τ→+∞

h2(τ) = lim
t↑ω

h2(τ(t)) = −γsi.
(3.22)

By virtue of (3.20) and (2.3) (for k = s and j = i − 1) the function H
tends to zero as τ → +∞ uniformly with respect to vn ∈ R 1

2
, and first

fraction in the representation of the function G tends to unity as τ → +∞
uniformly with respect to vn ∈ R 1

2
.

Let us show that the second and third fractions in the representation of
function G likewise tends to unity as τ → +∞ uniformly with respect to
(v1, . . . , vn) ∈ Rn

1
2

.
By virtue of (2.11i) and using the l’Hospital’s rule, we have

lim
t↑ω

ln |Jsii(t)|
ln |πω(t)|

= lim
t↑ω

πω(t)J
′
sii(t)

Jsii(t)
= 0,

lim
t↑ω

ln |J
′
sii(t)|
Jsii(t)

|
ln |πω(t)|

= lim
t↑ω

[πω(t)J
′
si(t)

γsiJsi(t)
− πω(t)J

′
sii(t)

Jsii(t)

]
= −1.
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Taking into account the type of functions Y and Y [j] (j = 0, n− 1, j ̸= i−1),
we find

lim
t↑ω

ln |Y (t, vn)|
ln |πω(t)|

= lim
t↑ω

[ γs
γsi

+ z(t, vn)
]

lim
t↑ω

ln |Jsii(t)|
ln |πω(t)|

= 0

uniformly with respect to vn ∈ R 1
2
,

lim
t↑ω

ln |Y [j](t, vj , vj+1, vn)|
ln |πω(t)|

=

= i− j − 1 + lim
t↑ω

ln |Y (t, vn)|
ln |πω(t)|

+ lim
t↑ω

ln |1+vj+1|
(i−j−1)!

ln |πω(t)|
= i− j − 1

uniformly with respect to (vj+1, vn) ∈ R2
1
2

for j = 0, i− 2

and

lim
t↑ω

ln |Y [j](t, vj , vj+1, vn)|
ln |πω(t)|

= i− j + lim
t↑ω

ln |Y (t, vn)|
ln |πω(t)|

+

+ lim
t↑ω

ln |J
′
sii(t)

Jsii(t)
|

ln |πω(t)|
+ lim

t↑ω

ln (j−i)!|γsi(1+vj)|
|γs|

ln |πω(t)|
= i− j − 1

uniformly with respect to (vj , vn) ∈ R2
1
2

for j = i, n− 1.

In view of these marginal ratios and using inequalities (2.6i) we find, repeat-
ing the reasoning in proving the necessity, that for any k ∈ {1, . . . ,m} \ {s}

lim
t↑ω

pk(t)φki−1(Y (t, vn))
n−1∏
j=0

j ̸=i−1

φkj(Y
[j](t, vj , vj+1, vn))

ps(t)φsi−1(Y (t, vn))
n−1∏
j=0

j ̸=i−1

φsj(Y [j](t, vj , vj+1, vn))

= 0

uniformly with respect to (v1, . . . , vn) ∈ Rn
1
2
.

Owing to these conditions, the last fraction in the representation of function
G tends to unity as τ → +∞ uniformly with respect to (v1, . . . , vn) ∈ Rn

1
2

.
Moreover, taking into account marginal ratios stated above, we obtain

the following representations:

Y [j](t, vj , vj+1, vn) = νje
ln |Y [j](t,vj ,vj+1,vn)| =

= νje
[1+rj(t,vj ,vj+1,vn)] ln |πω(t)|i−j−1

as j ∈ {0, . . . , n− 1} \ {i− 1},
where

lim
t↑ω

rj(t, vj , vj+1, vn) = 0 uniformly with respect to (vj , vj+1, vn) ∈ R3
1
2

for all j ∈ {0, . . . , n− 1} \ {i− 1}.

Since the functions Lsj (j = 1, n− 1, j ̸= i− 1) satisfy the condition S0,
by Remark 2.3, it follows that
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lim
t↑ω

n−1∏
j=0

j ̸=i−1

Lsj(Y
[j](t, vj , vj+1, vn))

n−1∏
j=0

j ̸=i−1

Lsj(νj |πω(t)|i−j−1)

= 1

uniformly with respect to (v1, . . . , vn) ∈ Rn
1
2
.

Therefore, the second fraction in the representation of function G tends to
unity as τ → +∞ uniformly with respect to (v1, . . . , vn) ∈ Rn

1
2

.
Due to above stated, the obtained system of differential equations can be

written in form

v′j = β
[
fi(τ, v1, . . . , vn) +

n∑
k=1

pjkvk

]
(k = 1, n− 2),

v′n−1=β
[
fn−1(τ, v1, . . . , vn)+

n∑
k=1

pn−1kvk+Vn−1(v1, . . . , vn)
]
,

v′n = βh1(τ)
[
fn(τ, v1, . . . , vn) +

n∑
k=1

pnkvk + Vn(v1, . . . , vn)
]
,

(3.23i)

where the functions fi (i = 1, n) are continuous on a set [τ1,+∞[×Rn
1
2

for
some τ1 ≥ β ln |πω(t0)| and are such that

lim
τ→+∞

fi(τ, v1, . . . , vn) = 0 (i = 1, n)

uniformly with respect to (v1, . . . , vn) ∈ Rn
1
2
, (3.24)

pjj = j − i, pjj+1 = i− j,

jk = 0 at k ∈ {1, . . . , n} \ {j, j + 1} (j = 1, i− 2), *

pi−1i−1 = −1, pi−1k = 0 at k ∈ {1, . . . , n} \ {i− 1},
pjj = j − i+ 1, pjj+1 = i− j − 1,

pjk = 0 at k ∈ {1, . . . , n} \ {j, j + 1} (j = i, n− 2),

pn−1k = −(n− i)σsk−1 (k = 1, i− 1),

pn−1k = −(n− i)σsk (k = i, n− 2), pn−1n−1 = (n− i)(1− σsn−1),

pn−1n = (n− i)γsi, pni = i, pnk = 0 at k ∈ {1, . . . , n} \ {i},
Vn(v1, . . . , vn) = vivn,

Vn−1(v1, . . . , vn) = (i− n)

i−2∏
j=0

|1 + vj+1|σsj

n−1∏
j=i

|1 + vj |σsj

|1 + vn|γsi
+

+ (n− i)
[
1 +

i−1∑
k=1

σsk−1vk +
n−1∑
k=i

σskvk − γsivn

]
.
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Since conditions (3.24) are satisfied and

lim
|v1|+···+|vn|→0

∂Vj(v1, . . . , vn)

∂vk
= 0 (j = n− 1, n; k = 1, n),

this system belongs to the class of systems of differential equations, for which
the criteria for the existence of vanishing at infinity solutions were obtained
in [24]. Let us show that for this system the conditions of Theorem 2.6 are
fulfilled (based on this paper).

First of all, taking into account the conditions (3.22) and the type of
integral Jsii(t), we notice that the function h1 possesses the properties

lim
τ→+∞

h1(τ) = 0,

+∞∫
τ1

h1(τ) dτ = β

ω∫
t1

J ′
sii(t)

Jsii(t)
dt =

= β ln |Jsii(t)|ωt1 = ±∞ (τ1 = β ln |πω(t1)|),

lim
τ→+∞

h′
1(τ)

h1(τ)
= lim

t↑ω

(h1(τ(t)))
′
t

τ ′(t)h1(τ(t))
=

= β lim
t↑ω

[
πω(t)J

′
sii(t)

Jsii(t)
+

1

γsi

πω(t)J
′
si(t)

Jsi(t)

πω(t)J
′
sii(t)

Jsii(t)
−
(πω(t)J

′
sii(t)

Jsii(t)

)2
]
=0.

Next, consider the matrices Pn = (pjk)
n
j,k=1 and Pn−1 = (pjk)

n−1
j,k=1, for

which we have

detPn−1 = (−1)i−1(i− 1)!(n− i)!γsi, detPn = (−1)i(i− 1)!(n− i)!γsi,

det
[
Pn−1 − ρEn−1

]
= (−1)i−1

i−1∏
k=1

(k + ρ)

[ n−i∏
m=1

(m− ρ)−

−(n− i)!
n−1∑

j=i+1

σsj

(j − i)!

j−i∏
m=1

(m− ρ)− (n− i)!σsi

]
,

where En−1 is the unit matrix of dimension (n− 1)× (n− 1).
Since algebraic equation (2.7), according to the conditions of Theorem,

has no roots with zero real part, the characteristic equation of the matrix
Pn−1 has likewise no such roots, and the given characteristic equation has
i− 1 roots (if i > 1) of the type ρk = −k (k = 1, i− 1).

Thus, for the system (3.23i), all the conditions of Theorem 2.6 of [24]
are satisfied. According to this theorem, the system (3.23i) has at least one
solution (vj)

n
j=1 : [τ2,+∞[→ Rn (τ2 ≥ τ1) tending to zero as τ → +∞.

Moreover, if l is a number of roots of the equation (2.7) with negative
real part, and r is a number of roots with positive real part, then according
to the same Theorem, in case β = 1, this system has i + 1 - parametric
family of such solutions if the inequality νiνi−1γsγsi > 0 is fulfilled, and
has i− 1+ l- parametric family if the inequality νiνi−1γsγsi < 0 is fulfilled,
whereas, in case β = −1, there is r+1 - parameter family of such solutions
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if there is the inequality νiνi−1γsγsi > 0 and r - parametric family if there
is the inequality νiνi−1γsγsi < 0.

To every such solution of the system (3.23i) there corresponds, due to the
replacements (3.21i) and the first condition of (2.3), the solution y : [t2, ω[→
R (t2 ∈ [a, ω[) of the equation (1.1) admitting as t ↑ ω asymptotic represen-
tations (2.12i)–(2.14i). Using these representations and conditions (2.6i),
(2.8i)–(2.11i), it can be easily seen that it is a Pω(Y0, . . . , Yn−1,

n−i−1
n−i )-so-

lution. �

Proof of Theorem 2.2. Let the equation (1.1) have Pω(Y0, . . . , Yn−1,
n−i−1
n−i )-

solution y : [t0, ω[→ ∆Y0
. Then, according to Theorem 2.1, the conditions

(2.8i)–(2.11i) are satisfied and for this solution the asymptotic representa-
tions (2.12i)–(2.14i) hold as t ↑ ω. Furthermore, from the proof of necessity
of that theorem it is clear that the condition (3.9i) is satisfied. Since the
functions Lsi−1 satisfy the condition S0, by virtue of (3.9i) and Remark 2.2,

Lsi−1(y
(i−1)(t)) = Lsj

(
νi−1|Jsii(t)|

γsi
γs

)
[1 + o(1)] at t ↑ ω.

Therefore it follows from (2.14i) that

|y(i−1)(t)|γs =

= |γsiCsi|Lsi−1

(
νi−1|Jsii(t)|

γsi
γs

)∣∣∣ γs
γsi

Jsii(t)
∣∣∣γsi

[1 + o(1)] at t ↑ ω,

which results in the presentation (2.15i). �

4. Example of Equation with Regularly Varying as t ↑ ω
Coefficients

Suppose that in the differential equation (1.1), the continuous functions
pk : [a, ω[→ ]0,+∞[ (k = 1,m) are regularly varying, as t ↑ ω, of orders ϱk
(k = 1,m), and, moreover, the conditions of Theorem 2.1 as i ∈ {1, . . . , n−
2} are satisfied. In this case

lim
t↑ω

ln pk(t)

ln |πω(t)|
= ϱk (4.1)

and the conditions (2.6i) take the form

β(ϱk − ϱs) < β
n−1∑
j=0

j ̸=i−1

(σsj − σkj)(i− j − 1)

at all k ∈ {1, . . . ,m} \ {s}. (4.2i)

Since as t ↑ ω the functions Lsj(νj |πω(t)|i−j−1) (j ∈ {0, . . . , n−1}\{i−1})
are slowly varying, and the function ps is regularly varying of order ϱs,
therefore the function Jsi is regularly varying of order 1+ ϱs +µsi, and the
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function |Jsii(t)| is regularly varying of order 1 + 1
γsi

(1 + ϱs + µsi) as t ↑ ω.
This implies that

lim
t↑ω

πω(t)J
′
si(t)

Jsi(t)
= 1 + ϱs + µsi,

lim
t↑ω

πω(t)J
′
sii(t)

Jsii(t)
= 1 +

1

γsi
(1 + ϱs + µsi).

Therefore the conditions (2.11i) will be of the following form:

1 + ϱs + γsi + µsi = 0. (4.3i)

Taking into account this condition, the function Jsii(t) should be slowly
varying as t ↑ ω. In order to get asymptotic representation for this integral
we have to know the type of a slowly varying component of the integrand
equation.

Suppose that the functions ps and φsj (j = 0, n− 1) are of the form

ps(t) = |πω(t)|ϱs |
∣∣ ln |πω(t)|

∣∣rs ,
φsj(y

(j)) = |y(j)|σsj
∣∣ ln |y(j)|

∣∣λsj
(j = 0, n− 1).

(4.4)

In this case, Lsj(y
(j)) =

∣∣ ln |y(j)|
∣∣λsj

(j = 0, n− 1) and hence all of them
satisfy the conditions of S0. Additionally, we get as t ↑ ω the following
asymptotic relations

Jsi(t) ∼ − β

γsi

n−1∏
j=0

j ̸=i−1

|i− j − 1|λsj |πω(t)|−γsi
∣∣ ln |πω(t)|

∣∣rs+
n−1∑
j=0

j ̸=i−1

λsj

, (4.5i)

Jsii(t)∼



γsi
n−1∏
j=0

j ̸=i−1

|i− j − 1|λsj

|γsi|
1

γsi

(
rs+

n−1∑
j=0

j ̸=i−1

λsj+γsi
) ∣∣ ln |πω(t)|

∣∣1+ 1
γsi

(
rs+

n−1∑
j=0

j ̸=i−1

λsj

)
,

if rs +

n−1∑
j=0

j ̸=i−1

λsj ̸= −γsi,

β

|γsi|
1

γsi

n−1∏
j=0

j ̸=i−1

|j − i− 1|λsj ln
∣∣ ln |πω(t)|

∣∣,
if rs +

n−1∑
j=0

j ̸=i−1

λsj = −γsi,

(4.6i)
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J ′
sii(t)

Jsii(t)
∼



rs+
n−1∑
j=0

j ̸=i−1

λsj+γsi

γsiπω(t) ln |πω(t)|
, if rs+

n−1∑
j=0

j ̸=i−1

λsj ̸=−γsi,

1

πω(t) ln |πω(t)| ln | ln |πω(t)||
, if rs+

n−1∑
j=0

j ̸=i−1

λsj=−γsi.

(4.7i)

From the above relations it, in particular, follows that the inequalities
(2.8i), (2.9i) and the conditions (2.10i) take the form

νjνj−1(i− j)πω(t) > 0 at all j ∈ {1, . . . , n− 1} \ {i},
νiαs(−1)n−iπn−i

ω (t) > 0,
(4.8i)

νiνi−1γsγsi > 0 (< 0), if 1 +
1

γsi

(
rs +

n−1∑
j=0

j ̸=i−1

λsj

)
≥ 0 (< 0), (4.9i)

νj−1 lim
t↑ω

|πω(t)|i−j = Yj−1 at j ∈ {1, . . . , n} \ {i}, (4.10i)

νi−1Yi−1 = ∞ (= 0), if γs

(
rs +

n−1∑
j=0

j ̸=i−1

λsj + γsi

)
≥ 0 (< 0). (4.11i)

By virtue of above-said, from Theorem 2.2 follows the following state-
ment.

Corollary 4.1. Let in the equation (1.1) n > 2, the functions pk (k =
1,m) be regularly varying of orders ϱk at t ↑ ω, i ∈ {1, . . . , n − 2} and for
some s ∈ {1, . . . ,m}, the inequalities (4.2i) be fulfilled. Let, moreover, the
equation γsγsi ̸= 0 be fulfilled and the representations (4.4) hold. Then for
the equation (1.1) to have Pω(Y0, . . . , Yn−1,

n−i−1
n−i )-solutions, it is necessary,

and if algebraic equation (2.7) has no roots with zero real part, then it is
sufficient that the conditions (4.3i), (4.8i)–(4.11i) (along with (1.3)) are
satisfied. Moreover, for each such solution there exist, as t ↑ ω, the following
asymptotic representations:

y(j−1)(t) =
[πω(t)]

i−j

(i− j)!
y(i−1)(t)[1 + o(1)] (j = 1, . . . , i− 1), (4.12i)

y(j)(t) = (−1)j−i (j − i)!

[πω(t)]j−i
· γsiJ

′
sii(t)

γsJsii(t)
y(i−1)(t)[1 + o(1)] (4.13i)

(j = i, . . . , n− 1),

y(i−1)(t) = νi−1

∣∣∣γsiCsi

∣∣∣γsi
γs

∣∣∣λsi−1−γsi
∣∣∣ 1
γs ×

× |Jsii(t)|
γsi
γs

∣∣ ln |Jsii(t)|
∣∣λsi−1

γs [1 + o(1)], (2.15i)
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where the functions Jsii(t) and J ′
sii(t)

Jsii(t)
are defined by (4.6i) and (4.7i), respec-

tively, and for such solutions in case ω = +∞ there exists an i+1-parametric
family if the inequality νiνi−1γsγsi > 0 is fulfilled, and an i−1+ l-parameter
family if there is the inequality νiνi−1γsγsi < 0, while in case ω < +∞
there exists an r + 1-parametric family of such solutions if the inequality
νiνi−1γsγsi > 0 is fulfilled, and an r- parametric family if there is the in-
equality νiνi−1γsγsi < 0, where l is a number of roots of the equation (2.7)
with negative real part and r is a number of its roots with positive real part.
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