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Abstract. The two-point boundary value problem is considered for the
system of linear generalized ordinary differential equations with singularities
on a non-closed interval. The constant term of the system is a vector-
function with bounded total variations components on the closure of the
interval, and the components of the matrix-function have bounded total
variations on every closed interval from this interval.

The general sufficient conditions are established for the unique solvability
of this problem in the case where the system has singularities. Singularity is
understand in a sense the components of the matrix-function corresponding
to the system may have unbounded variations on the interval.

Relying on these results the effective conditions are established for the
unique solvability of the problem.
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îâäæñéâ. àŽêäëàŽáâĲñè øãâñèâĲîæã ûîòæã áæòâîâêùæŽèñî àŽêðëèâ-
ĲŽåŽ ïæïðâéæïŽåãæï ïæêàñèŽîëĲâĲæå ŽîŽøŽçâðæè æêðâîãŽèäâ àŽêýæèñèæŽ
ëîûâîðæèëãŽêæ ïŽïŽäôãîë ŽéëùŽêŽ. Žé ïæïðâéæï åŽãæïñòŽèæ ûâãîæ ïŽïîñ-
èæ ãŽîæŽùææï çëéìëêâêðâĲæŽêæ ãâóðëîñèæ òñêóùæŽŽ Žôêæöêñèæ æêðâîãŽèæï
øŽçâðãŽäâ, ýëèë éŽðîæùñèæ òñêóùææï çëéìëêâêðâĲï çæ Žóãï ïŽïîñèæ ãŽîæ-
ŽùæâĲæ õëãâè øŽçâðæè ïâàéâêðäâ Žé æêðâîãŽèæáŽê.

éæôâĲñèæŽ Žé ŽéëùŽêæï ùŽèïŽýŽá ŽéëýïêŽáëĲæï äëàŽáæ ïŽçéŽîæïæ ìæîë-
ĲâĲæ, îëùŽ ïæïðâéŽï àŽŽøêæŽ ïæêàñèŽîëĲâĲæ. ïæêàñèŽîëĲŽ àŽæàâĲŽ æé Žä-
îæå, îëé ïæïðâéæï öâïŽĲŽéæïæ éŽðîæùñèæ òñêóùææï çëéìëêâêâðâĲï öâæúèâĲŽ
ßóëêáâï öâéëñïŽäôãîâèæ ãŽîæŽùæâĲæ àŽêïŽýæèãâè öñŽèâáäâ.

Žé öâáâàâĲäâ áŽõîáêëĲæå áŽáàâêæèæŽ Žé ŽéëùŽêæï ùŽèïŽýŽá ŽéëýïêŽáë-
Ĳæï âòâóðñîæ ìæîëĲâĲæ.
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1. Statement of the Problem and Basic Notation

In the present paper, for a system of linear generalized ordinary differ-
ential equations with singularities

dx(t) = dA(t) · x(t) + df(t) (1.1)

we consider the two-point boundary value problem

xi(a+) = 0 (i = 1, . . . , n0), xi(b−) = 0 (i = n0 + 1, . . . , n), (1.2)

where −∞ < a < b < +∞, n0 ∈ {1, . . . , n}, x1, . . . , xn are the components
of the desired solution x, n0 ∈ {1, . . . , n}, f : [a, b] → Rn is a vector-function
with bounded total variation components, and A : ]a, b[→ Rn×n is a matrix-
function with bounded total variation components on every closed interval
from the interval ]a, b[ .

We investigate the question of unique solvability of the problem
(1.1), (1.2), when the system (1.1) has singularities. Singularity is under-
stand in a sense that the components of the matrix-function A may have
unbounded variation on the closed interval [a, b], in general. On the basis of
this theorem we obtain effective criteria for the solvability of this problem.

Analogous and related questions are investigated in [17–24] and [26] (see
also references therein) for the singular two-point and multipoint boundary
value problems for linear and nonlinear systems of ordinary differential equa-
tions, and in [1,3,6,8,10] (see also references therein) for regular two-point
and multipoint boundary value problems for systems of linear and nonlinear
generalized differential equations. As for the two-point and multipoint sin-
gular boundary value problems for generalized differential systems, they are
little studied and, despite some results given in [12] and [13] for two-point
singular boundary value problem, their theory is rather far from comple-
tion even in the linear case. Therefore, the problem under consideration is
actual.

To a considerable extent, the interest in the theory of generalized ordinary
differential equations has been motivated by the fact that this theory enables
one to investigate ordinary differential, impulsive and difference equations
from a unified point of view (see e.g. [1–13, 15, 16, 25, 27–29] and references
therein).

Throughout the paper, the use will be made of the following notation
and definitions.
R = ] −∞, +∞[ ; R+ = [0,+∞[ ; [a, b], ]a, b[ and ]a, b], [a, b[ are, respec-

tively, closed, open and half-open intervals.
Rn×m is the space of all real n×m-matrices X = (xil)

n,m
i,l=1 with the norm

‖X‖ =
n,m∑

i,l=1

|xil|.

Rn×m
+ =

{
(xil)

n,m
i,l=1 : xil ≥ 0 (i = 1, . . . , n; l = 1, . . . , m)

}
.

On×m (or O) is the zero n×m matrix.
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If X = (xil)
n,m
i,l=1 ∈ Rn×m, then |X| = (|xil|)n,m

i,l=1.
Rn = Rn×1 is the space of all real column n-vectors x = (xi)n

i=1; Rn
+ =

Rn×1
+ .
If X ∈ Rn×m, then X−1, detX and r(X) are, respectively, the matrix

inverse to X, the determinant of X and the spectral radius of X; In is the
identity n × n-matrix; δil is the Kroneker symbol, i.e., δii = 1 and δil = 1
for i 6= l (i, l = 1, . . . , n).

d∨
c
(X), where a < c < d < b, is the variation of the matrix-function

X : ]a, b[→ Rn×m on the closed interval [c, d], i.e., the sum of total variations
of the latter components xil (i = 1, . . . , n; l = 1, . . . ,m) on this interval; if

d < c, then
d∨
c
(X) = −

c∨
d

(X); V (X)(t) = (v(xil)(t))
n,m
i,l=1, where v(xil)(c0) =

0, v(xil)(t) =
t∨
c0

(xil) for a < t < b, and c0 = (a + b)/2.

X(t−) and X(t+) are the left and the right limits of the matrix-function
X : ]a, b[→ Rn×m at the point t ∈]a, b[ (we assume X(t) = X(a+) for t ≤ a
and X(t) = X(b−) for t ≥ b, if necessary).

d1X(t) = X(t)−X(t−), d2X(t) = X(t+)−X(t).
BV([a, b],Rn×m) is the set of all matrix-functions of bounded variation

X : [a, b] → Rn×m (i.e., such that
b∨
a
(X) < +∞);

‖X‖s = sup
{‖X(t)‖ : t ∈ [a, b]

}
, ‖X‖v = ‖X(a)‖+

b∨
a
(X);

BVs([a, b],Rn×m) is the normed space (BV([a, b],Rn×m), ‖ · ‖s);
BVv([a, b],Rn×m) is the Banach space (BV([a, b],Rn×m), ‖ · ‖v).
BVloc(]a, b[ ,Rn×m) is the set of all matrix-functions X : ]a, b[→ Rn×m

such that
d∨
c
(X) < +∞ for every a < c < d < b.

If X ∈ BVloc(]a, b[ ,Rn×n), det(In + (−1)jdjX(t)) 6= 0 for t ∈ ]a, b[ (j =
1, 2), and Y ∈ BVloc(]a, b[ ,Rn×m), then A(X, Y )(t) ≡ B(X, Y )(c0, t), where
B is the operator defined by

B(X, Y )(t, t) = On×m for t ∈ ]a, b[ ,

B(X,Y )(s, t) = Y (t)− Y (s) +
∑

s<τ≤t

d1X(τ) · (In − d1X(τ)
)−1

d1Y (τ)−

−
∑

s≤τ<t

d2X(τ) · (In + d2X(τ)
)−1

d2Y (τ) for a < s < t < b

and

B(X, Y )(s, t) = −B(X, Y )(t, s) for a < t < s < b.

A matrix-function is said to be continuous, nondecreasing, integrable,
etc., if each of its components is such.
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If α ∈ BV([a, b],R) has no more than a finite number of points of discon-
tinuity, and m ∈ {1, 2}, then Dαm = {tαm1, . . . , tαmnαm

} (tαm1 < · · · <
tαmnαm

) is the set of all points from [a, b] for which dmα(t) 6= 0, and
µαm = max{dmα(t) : t ∈ Dαm} (m = 1, 2).

If β ∈ BV([a, b],R), then

ναmβj = max
{

djβ(tαml) +
∑

tαm l+1−m<τ<tαm l+2−m

djβ(τ) : l = 1, . . . , nαm

}

(j, m = 1, 2); here tα20 = a− 1, tα1nα1+1 = b + 1.
sj : BV([a, b],R) → BV([a, b],R) (j = 0, 1, 2) are the operators defined,

respectively, by

s1(x)(a) = s2(x)(a) = 0,

s1(x)(t) =
∑

a<τ≤t

d1x(τ) and s2(x)(t) =
∑

a≤τ<t

d2x(τ) for a < t ≤ b,

and
s0(x)(t) = x(t)− s1(x)(t)− s2(x)(t) for t ∈ [a, b].

If g : [a, b] → R is a nondecreasing function, x : [a, b] → R and a ≤ s <
t ≤ b, then

t∫

s

x(τ) dg(τ) =
∫

]s,t[

x(τ) ds0(g)(τ) +
∑

s<τ≤t

x(τ)d1g(τ) +
∑

s≤τ<t

x(τ)d2g(τ),

where
∫

]s,t[

x(τ) ds0(g)(τ) is the Lebesgue–Stieltjes integral over the open

interval ]s, t[ with respect to the measure µ0(s0(g)) corresponding to the

function s0(g); if a = b, then we assume
b∫

a

x(t) dg(t) = 0. Moreover, we put

t∫

s+

x(τ) dg(τ) = lim
ε→0, ε>0

t∫

s+ε

x(τ) dg(τ)

and

t−∫

s

x(τ) dg(τ) = lim
ε→0, ε>0

t−ε∫

s

x(τ) dg(τ).

L([a, b],R; g) is the space of all functions x : [a, b] → R measurable and
integrable with respect to the measure µ(g) with the norm

‖x‖L,g =

b∫

a

|x(t)| dg(t).
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If g(t) ≡ g1(t)− g2(t), where g1 and g2 are nondecreasing functions, then

t∫

s

x(τ) dg(τ) =

t∫

s

x(τ) dg1(τ)−
t∫

s

x(τ) dg2(τ) for s ≤ t.

If G = (gik)l,n
i,k=1 : [a, b] → Rl×n is a nondecreasing matrix-function

and D ⊂ Rn×m, then L([a, b], D; G) is the set of all matrix-functions X =
(xkj)

n,m
k,j=1 : [a, b] → D such that xkj ∈ L([a, b], R; gik) (i = 1, . . . , l; k =

1, . . . , n; j = 1, . . . ,m);

t∫

s

dG(τ) ·X(τ) =
( n∑

k=1

t∫

s

xkj(τ)dgik(τ)
)l,m

i,j=1

for a ≤ s ≤ t ≤ b,

Sj(G)(t) ≡ (
sj(gik)(t)

)l,n

i,k=1
(j = 0, 1, 2).

If Gj : [a, b] → Rl×n (j = 1, 2) are nondecreasing matrix-functions,
G(t) ≡ G1(t)−G2(t) and X : [a, b] → Rn×m, then

t∫

s

dG(τ) ·X(τ) =

t∫

s

dG1(τ) ·X(τ)−
t∫

s

dG2(τ) ·X(τ) for s ≤ t,

Sk(G) = Sk(G1)− Sk(G2) (k = 0, 1, 2),

L([a, b], D; G) =
2⋂

j=1

L([a, b], D; Gj),

The inequalities between the vectors and between the matrices are un-
derstood componentwise.

We assume that the vector-function f = (fi)n
i=1 belongs to BV([a, b],Rn),

and the matrix-function A = (ail)n
i,l=1 is such that ail ∈ BV([a, b],R) (i 6= l;

i, l = 1, . . . , n), aii ∈ BV(]a, b],R) (i = 1, . . . , n0) and aii ∈ BV([a, b[ ,R)
(i = n0 + 1, . . . , n).

A vector-function x = (xi)n
i=1 is said to be a solution of the system (1.1) if

xi ∈ BVloc(]a, b],R) (i = 1, . . . , n0), xi ∈ BVloc([a, b[ ,R) (i = n0 + 1, . . . , n)
and

xi(t) = xi(s) +
n∑

l=1

t∫

s

xl(τ) dail(τ) + fi(t)− fi(s)

for a<s≤ t≤b (i=1, . . . , n0) and for a≤s<t<b (i=n0+1, . . . , n).

Under the solution of the problem (1.1), (1.2) we mean a solution x(t) =
(xi(t))n

i=1 of the system (1.1) such that the one-sided limits xi(a+) (i =
1, . . . , n0) and xi(b−) (i = n0 + 1, . . . , n) exist and the equalities (1.2) are
fulfilled. We assume xi(a) = 0 (i = 1, . . . , n0) and xi(b) = 0 (i = n0 +
1, . . . , n), if necessary.
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A vector-function x ∈ BV([a, b],Rn) is said to be a solution of the system
of generalized differential inequalities

dx(t)− dB(t) · x(t)− dq(t) ≤ 0 (≥ 0) for t ∈ [a, b],

where B ∈ BV([a, b],Rn×n), q ∈ BV([a, b],Rn), if

x(t)− x(s) +

t∫

s

dB(τ) · x(τ)− q(t) + q(s) ≤ 0 (≥ 0) for a ≤ s ≤ t ≤ b.

Without loss of generality we assume that A(a) = On×n, f(a) = 0.
Moreover, we assume

det(In + (−1)jdjA(t)) 6= 0 for t ∈ ]a, b[ (j = 1, 2). (1.3)

The above inequalities guarantee the unique solvability of the Cauchy
problem for the corresponding system (see [29, Theorem III.1.4]).

If s ∈ ]a, b[ and α ∈ BVloc(]a, b[ ,R) are such that

1 + (−1)jdjβ(t) 6= 0 for (−1)j(t− s) < 0 (j = 1, 2),

then by γβ(· , s) we denote the unique solution of the Cauchy problem

dγ(t) = γ(t)dβ(t), γ(s) = 1.

It is known (see [15,16]) that

γα(t, s) =





exp
(
s0(β)(t)− s0(β)(s)

)×
×

∏

s<τ≤t

(1−d1α(τ))−1
∏

s≤τ<t

(1+d2β(τ)) for t > s,

exp
(
s0(β(t)− s0(β(s)

)×
×

∏

t<τ≤s

(1−d1β(τ))
∏

t≤τ<s

(1+d2β(τ))−1 for t < s,

1 for t = s.

(1.4)

It is evident that if the last inequalities are fulfilled on the whole interval
[a, b], then γ−1

α (t) exists for every t ∈ [a, b].

Definition 1.1. Let n0 ∈ {1, . . . , n}. We say that a matrix-function
C = (cil)n

i,l=1 ∈ BV([a, b],Rn×n) belongs to the set U(a+, b−; n0) if the
functions cil (i 6= l; i, l = 1, . . . , n) are nondecreasing on [a, b] and the
system

sgn
(
n0 +

1
2
− i

)
dxi(t) ≤

n∑

l=1

xl(t) dcil(t) for t ∈ [a, b] (i = 1, . . . , n) (1.5)

has no nontrivial nonnegative solution satisfying the condition (1.2).

The similar definition of the set U has been introduced by I. Kiguradze
for ordinary differential equations (see [20,21]).
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Theorem 1.1. Let the components of the matrix-function A=(ail)n
i,l=1∈

BVloc(]a, b[ ,Rn×n) satisfy the conditions

(
s0(aii)(t)− s0(aii)(s)

)
sgn

(
n0 +

1
2
− i

)
≤

≤ s0(cii − αi)(t)− s0(cii − αi)(s) for a < s < t < b (i = 1, . . . , n), (1.6)

(−1)j
(∣∣1 + (−1)jdjaii(t)

∣∣− 1
)
sgn

(
n0 +

1
2
− i

)
≤

≤ dj

(
cii(t)− αi(t)

)
for t ∈ ]a, b] (j = 1, 2; i = 1, . . . , n0)

and for t ∈ [a, b[ (j = 1, 2; i = n0 + 1, . . . , n), (1.7)∣∣s0(ail)(t)− s0(ail)(s)
∣∣ ≤

≤ s0(cil)(t)− s0(cil)(s) for a < s < t < b (i 6= l; i, l = 1, . . . , n) (1.8)

and
|djail(t)| ≤ djcil(t) for t ∈ [a, b] (i 6= l; i, l = 1, . . . , n), (1.9)

where
C = (cil)n

i,l=1 ∈ U(a+, b−; n0), (1.10)

αi : ]a, b] → R (i = 1, . . . , n0) and αi : [a, b[→ R (i = n0 + 1, . . . , n) are
nondecreasing functions such that

lim
t→a+

d2αi(t) < 1 (i = 1, . . . , n0),

lim
t→b−

d1αi(t) < 1 (i = n0 + 1, . . . , n)
(1.11)

and

lim
t→a+

lim
k→∞

sup γβi(t, a + 1/k) = 0 (i = 1, . . . , n0),

lim
t→b−

lim
k→∞

sup γβi(t, b− 1/k) = 0 (i = n0 + 1, . . . , n),
(1.12)

where βi(t) ≡ αi(t) sgn
(
n0 + 1

2 − i
)

(i = 1, . . . , n). Then the problem
(1.1), (1.2) has one and only one solution.

Corollary 1.1. Let the components of the matrix-function A=(ail)n
i,l=1∈

BVloc(]a, b[ ,Rn×n) satisfy the conditions

(
s0(aii)(t)− s0(aii)(s)

)
sgn

(
n0 +

1
2
− i

)
≤ −(

s0(αi)(t)− s0(αi)(s)
)

+

t∫

s

hii(τ) ds0(βi)(τ) for a < s < t < b (i = 1, . . . , n), (1.13)

(−1)j
(∣∣1 + (−1)jdjaii(t)

∣∣− 1
)
sgn

(
n0 +

1
2
− i

)
≤

≤ hii(t)djβi(t)− djαi(t)
)

for t ∈ ]a, b] (j = 1, 2; i = 1, . . . , n0)

and for t ∈ [a, b[ (j = 1, 2; i = n0 + 1, . . . , n),
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∣∣s0(ail)(t)− s0(ail)(s)
∣∣ ≤

≤
t∫

s

hil(τ) ds0(βl)(τ) for a < s < t < b (i 6= l; i, l = 1, . . . , n) (1.14)

and

|djail(t)| ≤ hil(t)djβl(t) for t ∈ [a, b] (i 6= l; i, l = 1, . . . , n), (1.15)

where αi : ]a, b] → R (i = 1, . . . , n0) and αi : [a, b[→ R (i = n0 + 1, . . . , n)
are nondecreasing functions satisfying the conditions (1.11) and (1.12), βl

(l = 1, . . . , n) are functions nondecreasing on [a, b] and having not more
than a finite number of points of discontinuity, hii ∈ Lµ([a, b],R; βi), hil ∈
Lµ([a, b],R+; βl) (i 6= l; i, l = 1, . . . , n), 1 ≤ µ ≤ +∞. Let, moreover,

r(H) < 1, (1.16)

where the 3n× 3n-matrix H = (Hj+1 m+1)2j,m=0 is defined by

Hj+1 m+1 =
(
λkmij‖hik‖µ,sm(βi)

)n

i,k=1
(j,m = 0, 1, 2),

ξij =
(
sj(βi)(b)− sj(βi)(a)

) 1
ν (j = 0, 1, 2, ; i = 1, . . . , n);

λk0i0 =





( 4
π2

) 1
ν

ξ2
k0 if s0(βi)(t) ≡ s0(βk)(t),

ξk0ξi0 if s0(βi)(t) 6≡ s0(βk)(t) (i, k = 1, . . . , n);

λkmij =ξkmξij if m2+j2 >0, mj =0 (j, m=0, 1, 2; i, k=1, . . . , n),

λkmij =
(1

4
µαkmναkmαij sin−2 π

4nαkm+2

) 1
ν

(j,m=1, 2; i, k=1, . . . , n),

and 1
µ + 2

ν = 1. Then the problem (1.1), (1.2) has one and only one solution.

Remark 1.1. The 3n × 3n-matrix H′ appearing in Corollary 1.1 can be
replaced by the n× n-matrix

(
max

{ 2∑

j=0

λkmij‖hik‖µ,Sm(αk) : m = 0, 1, 2
})n

i,k=1

.

By Remark 1.1, Corollary 1.1 has the following form for hil(t) ≡ hil =
const (i, l = 1, . . . , n), αi(t) ≡ α(t) (i = 1, . . . , n), βi(t) ≡ β(t) (i = 1, . . . , n)
and µ = +∞.

Corollary 1.2. Let the components of the matrix-function A=(ail)n
i,l=1∈

BVloc(]a, b[ ,Rn×n) satisfy the conditions

(
s0(aii)(t)− s0(aii)(s)

)
sgn

(
n0 +

1
2
− i

)
≤ hii

(
s0(β)(t)− s0(β)(s)

)−
−(

s0(α)(t)− s0(α)(s)
)

for a < s < t < b (i = 1, . . . , n),
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(−1)j
(∣∣1 + (−1)jdjaii(t)

∣∣− 1
)
sgn

(
n0 +

1
2
− i

)
≤ hiidjβ(t)− djα(t)

)

for t ∈ ]a, b] (j = 1, 2; i = 1, . . . , n0)

and for t ∈ [a, b[ (j = 1, 2; i = n0 + 1, . . . , n),∣∣s0(ail)(t)− s0(ail)(s)
∣∣ ≤ hil

(
s0(β)(t)− s0(β)(s)

)

for a < s < t < b (i 6= l; i, l = 1, . . . , n)

and

|djail(t)| ≤ hildjβ(t) for t ∈ [a, b] (i 6= l; i, l = 1, . . . , n)

hold, where α : [a, b] → R is a nondecreasing function satisfying the condi-
tions (1.11) and (1.12), β is a function nondecreasing on [a, b] and having
not more than a finite number of points of discontinuity, hii ∈ R, hil ∈ R+

(i 6= l; i, l = 1, . . . , n). Let, moreover,

ρ0 r(H) < 1,

where

H = (hik)n
i,k=1, ρ0 = max

{ 2∑

j=0

λmj : m = 0, 1, 2
}

,

λ00 =
2
π

(
s0(β)(b)− s0(β)(a)

)
,

λ0j = λj0 =
(
s0(β)(b)− s0(α)(a)

) 1
2
(
sj(β)(b)− sj(β)(a)

) 1
2 (j = 1, 2),

λmj =
1
2

(
µαmναmαj

) 1
2 sin−1 π

4nαm + 2
(m, j = 1, 2).

Then the problem (1.1), (1.2) has one and only one solution.

Theorem 1.2. Let the components of the matrix-function A=(ail)n
i,l=1∈

BVloc(]a, b[ ,Rn×n) satisfy the conditions (1.6)–(1.9), where cil(t) ≡ hilβi(t)
+ βil(t) (i, l = 1, . . . , n),

d2βi(a)≤0 and 0≤d1βi(t)< |ηi|−1 for a<t≤b (i=1, . . . , n0), (1.17)

d1βi(b)≤0 and 0≤d2βi(t)< |ηi|−1 for a≤ t<b (i=n0+1, . . . , n), (1.18)

where αi : ]a, b] → R (i = 1, . . . , n0) and αi : [a, b[→ R (i = n0+1, . . . , n) are
nondecreasing functions satisfying the conditions (1.11) and (1.12), hii < 0,
hil ≥ 0, ηi < 0 (i 6= l; i, l = 1, . . . , n), βii (i = 1, . . . , n) are the functions
nondecreasing on [a, b]; βil, βi ∈ BV([a, b],R) (i 6= l; i, l = 1, . . . , n) are the
functions nondecreasing on the interval ]a, b] for i ∈ {1, . . . , n0} and on the
interval [a, b[ for i ∈ {n0 + 1, . . . , n}. Let, moreover, the condition (1.16)
hold, where H = (ξil)n

i,l=1,

ξii = ηi, ξil =
hil

|hii| (i 6= l; i, l = 1, . . . , n),

ηi = V
(A(ζi, ai)

)
(b)− V

(A(ζi, ai)
)
(a+) for i ∈ {1, . . . , n0},
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ηi = V
(A(ζi, ai)

)
(b−)− V

(A(ζi, ai)
)
(a) for i ∈ {n0 + 1, . . . , n};

ζi(t) ≡
n∑

k=l

βil(t) (i = 1, . . . , n),

ai(t) ≡
(
βi(t)− βi(a+)

)
hii for a < t ≤ b (i = 1, . . . , n0),

ai(t) ≡
(
βi(b−)− βi(t)

)
hii for a ≤ t < b (i = n0 + 1, . . . , n).

Then the problem (1.1), (1.2) has one and only one solution.

Remark 1.2. If
ηi < 1 (i = 1, . . . , n), (1.19)

then, in Theorem 1.2, we can assume that

ξii = 0, ξil =
hil

(1− ηi)|hii| (i 6= l; i, l = 1, . . . , n). (1.20)

Theorem 1.3. Let the matrix-function C = (cil)n
i,l=1 ∈ BV([a, b],Rn×n)

be such that the functions cil (i 6= l; i, l = 1, . . . , n) are nondecreasing on
[a, b] and the problem (1.5), (1.2) has a nontrivial nonnegative solution, i.e.,
the condition (1.10) is violated. Let, moreover, αi : ]a, b] → R (i = 1, . . . , n0)
and αi : [a, b[→ R (i = n0 + 1, . . . , n) be nondecreasing functions satisfying
the conditions (1.11), (1.12) and

1 + (−1)j sgn
(
n0 +

1
2
− i

)
dj

(
cii(t)− αi(t)

)
> 0

for t ∈ ]a, b] (j = 1, 2; i = 1, . . . , n0)

and for t ∈ [a, b[ (j = 1, 2; i = n0 + 1, . . . , n). (1.21)

Then there exist a matrix-function A = (ail)n
i,l=1 ∈ BV([a, b],Rn×n), a

vector-function f = (fl)n
l=1 ∈ BV([a, b], Rn) and nondecreasing functions

α̃i : ]a, b] → R (i = 1, . . . , n0) and α̃i : [a, b[→ R (i = n0 + 1, . . . , n) such
that the conditions (1.6)–(1.12) and

α̃i(t)− α̃i(s) ≤ αi(t)− αi(s)

for a < t < s ≤ b and for a ≤ t < s < b (i = n0 + 1, . . . , n) (1.22)

are fulfilled, but the problem (1.1), (1.2) is unsolvable. In addition, if the
matrix-function C = (cil)n

i,l=1 is such that

det
(

(δil + (−1)jεldjcil(t) sgn
(
n0 +

1
2
− i

)n

i,l=1

)
6= 0

for t ∈ [a, b]; ε1, . . . , εn ∈ [a, b] (j = 1, 2), (1.23)

then the matrix-function A = (ail)n
i,l=1 satisfies the condition (1.3).

Remark 1.3. The condition (1.23) holds, for example, if either
n∑

l=1

|djcil(t)| < 1 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n), (1.24)
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n∑

l=1, l 6=i

|djcil(t)| < 1 + (−1)j sgn
(
n0 +

1
2
− i

)
djcii(t)

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n) (1.25)

or
n∑

l=1, l 6=i

|djcli(t)| < 1 + (−1)j sgn
(
n0 +

1
2
− i

)
djcii(t)

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n). (1.26)

2. Auxiliary Propositions

Lemma 2.1. Let t0∈ [a, b], α and q∈BVloc([a, t0[ ,Rn)∩BVloc(]t0, b],Rn)
be such that

1 + (−1)j sgn(t− t0)djα(t) > 0 for t ∈ [a, b] (j = 1, 2). (2.1)

Let, moreover, x ∈ BVloc([a, t0[ ,Rn)∩BVloc(]t0, b],Rn) be a solution of the
linear generalized differential inequality

sgn(t− t0)dx(t) ≤ x(t)dα(t) + dq(t) (2.2)

on the intervals [a, t0[ and ]t0, b], satisfying the inequalities

x(t0+) ≤ y(t0+) and x(t0−) ≤ y(t0−), (2.3)

where y ∈ BVloc([a, t0[ ,Rn) ∩ BVloc(]t0, b],Rn) is a solution of the general
differential equality

sgn(t− t0)dy(t) = y(t)dα(t) + dq(t). (2.4)

Then

x(t) ≤ y(t) for t ∈ [a, t0[∪]t0, b]. (2.5)

Proof of Lemma 2.1. Assume t0 < b and consider the closed interval [t0 +
ε, b], where ε is an arbitrary sufficiently small positive number.

By (2.1), the Cauchy problem

dγ(t) = γ(t)dα(t), γ(s) = 1

has the unique solution γs for every s ∈ [t0 + ε, b] and, by (1.4), this is
positive, i.e.,

γs(t) > 0 for t ∈ [t0 + ε, b]. (2.6)

According to the variation-of-constant formula (see [29, Corollary III.2.14]),
from (2.4) we have

y(t) = q(t)− q(s)+

+ γ(t)
{

γ−1(s)y(s)−
t∫

s

(
q(τ)−q(s)

)
dγ−1(τ)

}
for s, t∈ [t0+ε, b], (2.7)

where γ(t) ≡ γt0+ε(t).
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From (2.2), we have

dx(t) ≤ x(t)dα(t) + d
(
q(t)− qε(t)

)
for t ∈ [t0 + ε, b]

and, therefore,

x(t)=q(t)−q(t0+ε)−qε(t)+qε(t0+ε)+γ(t)
{

γ−1(t0+ε)x(t0+ε)−

−
t∫

t0+ε

(
q(τ)− q(t0 + ε)− qε(τ) + qε(t0 + ε)

)
dγ−1(τ)

}
for t ∈ [t0 + ε, b],

where

qε(t) = −x(t) + x(t0 + ε) + q(t)− q(t0 + ε) +

t∫

t0+ε

x(τ)dα(τ)

for t ∈ [t0 + ε, b].

Hence, by (2.7), we get

x(t) = y(t) + γ(t)γ−1(t0 + ε)
(
x(t0 + ε)− y(t0 + ε)

)
+

+ gε(t) for t ∈ [t0 + ε, b], (2.8)

where

gε(t) = −qε(t) + qε(t0 + ε) + γ(t)

t∫

t0+ε

(
qε(τ)− qε(t0 + ε)

)
dγ−1(τ)

for t ∈ [t0 + ε, b].

Using the formula of integration-by-parts (see [29, Theorem I.4.33]), we
find

gε(t) = −γ(t)
( t∫

t0+ε

γ−1(τ) ds0(qε)(τ)+

+
∑

t0+ε<τ≤t

γ−1(τ−)d1qε(τ)+
∑

t0+ε≤τ<t

γ−1(τ+)d2qε(τ)
)

for t∈ [t0 + ε, b]. (2.9)

According to (2.6) and (2.9), we have

gε(t) ≤ 0 for t ∈ [t0 + ε, b],

since by the definition of a solution of the generalized differential inequality
(2.2) the function qε is nondecreasing on the interval ]t0, b]. By the equality
γ(t0 + ε) = 1, from this and (2.8) we get

x(t) ≤ y(t) + γ(t)
(
x(t0 + ε)− y(t0 + ε)

)
for t ∈ [t0 + ε, b].
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Passing to the limit as ε → 0 in the latter inequality and taking into account
(2.3) and (2.6), we conclude

x(t) ≤ y(t) for t ∈]t0, b].

Analogously we can show the validity of the inequality (2.5) for t ∈ [a, t0[ .
The lemma is proved. ¤

The following lemma makes more precise the ones (see Lemma 6.5) in [10].

Lemma 2.2. Let t1, . . . , tn ∈ [a, b], li : BVv([a, b],Rn
+) → R+ (i =

1, . . . , n) be linear bounded functionals, and Ckj = (ckjil)
nk,nj

i,l=1 ∈
BV([a, b],Rnk×nj ) (k, j = 1, 2) be such that the system

sgn(t− ti)dxi(t) ≤
n1∑

l=1

xl(t)dc11il(t) +
n2∑

l=1

xn1+l(t)dc12il(t)

for t ∈ [a, b], t 6= ti (i = 1, . . . , n1),

(−1)jdjxi(ti) ≤
n1∑

l=1

x1l(ti)djc11il(ti)+
n2∑

l=1

xn1+l(ti)djc12il(t1i)

(j = 1, 2; i = 1, . . . , n1),

dxn1+i(t) =
n1∑

l=1

xl(t)dc21il(t) +
n2∑

l=1

xn1+l(t)dc22il(t)

for t ∈ [a, b] (i = 1, . . . , n2),

(2.10)

has a nontrivial nonnegative solution under the condition
xi(ti) ≤ li(x1, . . . , xn) for i ∈ Nn,

xi(ti) = li(x1, . . . , xn) for i ∈ {1, . . . , n} \Nn,
(2.11)

where n1 and n2 (n1 + n2 = n) are some nonnegative integers, and Nn is
some subset of the set {1, . . . , n}. Let, moreover, the functions α1, . . . , αn1 ∈
BV([a, b],Rn) be such that

djαi(t) ≥ 0 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n1) (2.12)

and

1 + (−1)j sgn(t− ti)dj

(
c11ii(t)− αi(t)

)
> 0

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n1). (2.13)

Then there exist matrix-functions C̃k1 = (c̃k1il)
nk,n1
i,l=1 ∈ BV([a, b],Rnk×n1)

(k = 1, 2), functions α̃i ∈ BV([a, b],Rn) (i = 1, . . . , n1), linear bounded
functionals l̃i : BVv([a, b],Rn) → R (i = 1, . . . , n) and numbers c0i ∈ R
(i = 1, . . . , n) such that

s0(c̃11ii)(t)− s0(c̃11ii)(s) ≤
≤ (

s0(c11ii − α̃i)(t)− s0(c11ii − α̃i)(s)
)
sgn(t− s)

for (t− s)(s− ti) > 0, s, t ∈ [a, b] (i = 1, . . . , n1), (2.14)
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(−1)j+m
(∣∣1 + (−1)jdj c̃11ii(t)

∣∣− 1
) ≤ dj

(
cii(t)− α̃i(t)

)

for (−1)m(t− ti) > 0 (j,m = 1, 2; i = 1, . . . , n1); (2.15)

|s0(c̃21il)(t)− s0(c̃21il)(s)| ≤

≤
t∨
s

(s0(c21il)) for a ≤ s ≤ t ≤ b (i = 1, . . . , n2, l = 1, . . . , n1), (2.16)

∣∣dj c̃21il(t)
∣∣≤ ∣∣dj c̃21il(t)

∣∣ for t∈ [a, b] (i=1, . . . , n2, l=1, . . . , n1), (2.17)

0 ≤ djα̃i ≤ djαi(t) for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n1), (2.18)

and the system
dx(t) = dÃ(t) · x(t) (2.19)

under the n-condition

xi(ti) = l̃i(x1, . . . , xn) + c0i (i = 1, . . . , n) (2.20)

is unsolvable, where

Ã(t) ≡
(

C̃11(t), C12(t)
C̃21(t), C22(t)

)
. (2.21)

Proof. Let x = (xi)n
i=1 be the nonnegative solution of the problem (2.10),

(2.11). Let, moreover, ϕi ∈ BV([a, b],R) (i = 1, . . . , n1) be the functions
defined by

ϕi(t) ≡
(

n1∑

l=1

t∫

ti

xl(τ) dc11 il(τ)+

+
n2∑

l=1

t∫

ti

xn1+l(τ) dc12 il(τ)−
t∫

ti

xi(τ)dbi(τ)

)
sgn(t− ti) (i = 1, . . . , n1),

where bi(t) ≡ c11ii − αi(t).
By the condition (2.13), it is evident that the Cauchy problem

dy(t) = y(t) db̃i(t) + dϕi(t), (2.22)

y(ti) = xi(ti), (2.23)

where b̃i(t) ≡ bi(t) sgn(t − ti), has a unique solution yi for every i ∈
{1, . . . , n1}.

In addition, by (2.10) it is easy to verify that the function

zi(t) ≡ xi(t)− yi(t)

satisfies the conditions of Lemma 2.1 and the problem

du(t) = u(t) db̃i(t), u(ti) = 0

has only the trivial solution for every i ∈ {1, . . . , n1}.
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According to this lemma, we have

xi(t) ≤ yi(t) for t ∈ [a, b] (i = 1, . . . , n1)

and therefore

xi(t) = ηi(t)yi(t) for t ∈ [a, b] (i = 1, . . . , n1),

where for every i ∈ {1, . . . , n}, ηi(t) = xi(t)/yi(t) if t ∈ [a, b] is such that
yi(t) 6= 0, and ηi(t) = 1 if t ∈ [a, b] is such that yi(t) = 0.

It is evident that

0 ≤ ηi(t) ≤ 1 for t ∈ [a, b] and ηi(ti) = 1 (i = 1, . . . , n). (2.24)

Moreover, for every i ∈ {1, . . . , n}, ηi : [a, b] → [0, 1] is the function
bounded and measurable with respect to every measure along with xi and
yi are integrable functions.

Hence there exist the integrals appearing in the notation

c̃11 ii(t) ≡
(
c11ii(t)− α̃i(t)

)
sign(t− ti) (i = 1, . . . , n1),

c̃11 il(t) ≡ sgn(t− ti)

t∫

ti

ηl(τ) dc11 il(τ) (i 6= l; i, l = 1, . . . , n1)
(2.25)

and

c̃21 il(t) ≡
t∫

ti

ηl(τ) dc21 il(τ) (i = 1, . . . , n2; l = 1, . . . , n1), (2.26)

where

α̃i(t) ≡
t∫

ti

(
1− ηi(τ)

)
dαi(τ) (i = 1, . . . , n1). (2.27)

Due to (2.11) and (2.22)–(2.24), the vector-function z(t) = (zi(t))n
i=1,

zi(t) = yi(t) (i = 1, . . . , n1), zn1+i(t) = xn1+i(t) (i = 1, . . . , n2), is a non-
trivial nonnegative solution of the problem

dz(t) = dÃ(t) · z(t), (2.28)

zi(ti) = l̃i(z1, . . . , zn) (i = 1, . . . , n), (2.29)

where the matrix-function Ã is defined by (2.21), (2.25)–(2.27); l̃i :
BVv([a, b],Rn) → R (i = 1, . . . , n) are linear bounded functionals defined by

l̃i(z1, . . . , zn1 , zn1+1, . . . , zn) =

= δili(η1z1, . . . , ηn1zn1 , zn1+1, . . . , zn) for (zl)n
l=1∈BVv([a, b],Rn), (2.30)

and δi ∈ [0, 1] (i = 1, . . . , n), δi = 1 for i ∈ {1, . . . , n} \ Nn, are some
numbers.

On the other hand, by Remark 1.2 from [9], there exist numbers c0i ∈ R
(i = 1, . . . , n) such that the problem (2.19), (2.20) is not solvable, where the
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matrix-function Ã(t) and the linear functionals l̃i (i = 1, . . . , n) are defined
as above.

Let us show the estimates (2.14)–(2.18). To this end, we use the following
formulas obtained from Theorem I.4.12 and Lemma I.4.23 given in [29]. Let
the functions g ∈ BV([a, b],R) and f : [a, b] → R be such that the integral

ϕ(t) =
t∫

a

f(τ)dg(τ) exists for t ∈ [a, b]. Then the equalities

s0(ϕ)(t) ≡
t∫

a

f(τ)ds0(g)(τ), djϕ(t) ≡ f(t)djg(t) (j = 1, 2) (2.31)

hold.
Using (2.31), from (2.24)–(2.26) we get the estimates (2.14), (2.16) and

(2.17). Moreover, by (2.12), (2.24) and (2.31), the estimate (2.18) holds. As
for the estimate (2.15), it holds by general inequality a−|b| ≤ (a−b) sgn a for
the cases t > ti, j = 1 (i = 1, . . . , n1) and t < ti, j = 2 (i = 1, . . . , n1), and
follows from (2.13) by using (2.18) for the cases t > ti, j = 2 (i = 1, . . . , n1)
and t < ti, j = 1 (i = 1, . . . , n1). The lemma is proved. ¤

Remark 2.1. In Lemma 2.2, if the functions αi and c21kl are nondecreas-
ing for some i ∈ {1, . . . , n1} and k ∈ {1, . . . , n2}, l ∈ {1, . . . , n1}, then the
functions α̃i and c̃21kl, respectively, are nondecreasing as well, and

α̃i(t)− α̃i(s) ≤ αi(t)− αi(s) and c̃21kl(t)− c̃21kl(s) ≤ c21kl(t)− c21kl(s)
for a ≤ s < t ≤ b.

The statement of Remark 2.1 follows from (2.26) and (2.27) with regard
for (2.24).

3. Proofs of the Main Results

Proof of Theorem 1.1. Let us assume

t∗k = a +
1
k

and t∗k = b− 1
k

(k = 1, 2, . . . );

ailk(t) =





cil(t)− cil(t∗k−) + ail(t∗k−) for a ≤ t < t∗k,

ail(t) for t∗k ≤ t ≤ t∗k,

cil(t)− cil(t∗k+) + ail(t∗k+) for t∗k < t ≤ b

(i, l = 1, . . . , n; k = 1, 2, . . . )

(3.1)

and

Ak(t) ≡ (ailk(t))n
i,l=1 (k = 1, 2, . . . ).

It is evident that Ak ∈ BV([a, b],Rn×n) (k = 1, 2, . . . ).
For every natural k, consider the system

dx(t) = dAk(t) · x(t) + df(t) for t ∈ [a, b]. (3.2)
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We show that the problem (3.2), (1.2) has the unique solution. By The-
orem 1.1 from [9] (see also [28]), for this it suffices to verify that the corre-
sponding homogeneous system

dx(t) = dAk(t) · x(t) for t ∈ [a, b] (3.20)

has only the trivial solution under the condition (1.2).
Let us show that the problem (3.20), (1.2) has only the trivial solution.
Indeed, if x = (xi)n

i=1 is an arbitrary solution of this problem, then due to
Lemma 6.1 from [10], with regard for the conditions (1.6)–(1.9), the vector-
function x satisfies the system (1.5) of generalized differential inequalities.
But, by the condition (1.10), this system has only the trivial solution under
the condition (1.2). Thus xi(t) ≡ 0 (i = 1, . . . , n).

We put

ti = a for i ∈ {1, . . . , n0} and ti = b for i ∈ {n0 + 1, . . . , n}. (3.3)

Let now k be an arbitrary fixed natural number, and xk = (xik)n
i=1 be

the unique solution of the problem (3.2), (1.2). Then by the conditions
(1.6)–(1.9) and the equalities (3.1) and (3.2), using Lemma 2.2 from [8]
(or Lemma 6.1 from [10]), we find that the vector-function xk = (xik)n

i=1

satisfies the system

sgn(t− ti)d|xik(t)| ≤
n∑

l=1

|xlk(t)| dcil(t) + sgn[xik(t)(t− ti)]dfi(t)

for t ∈ [a, b], t 6= ti (i = 1, . . . , n),

(−1)jdj |xik(ti)| ≤
n∑

l=1

|xlk(ti)| djcil(ti) + (−1)j sgn[xik(ti)]dfi(ti)

(j = 1, 2; i = 1, . . . , n),

where t1, . . . , tn are defined by (3.3). From this, we have

sgn(t− ti)d|xik(t)| ≤
n∑

l=1

|xlk(t)| dcil(t) + dv(fi)(t)

for t ∈ [a, b], t 6= ti (i = 1, . . . , n),

(−1)jdj |xik(ti)|≤
n∑

l=1

|xlk(ti)| djcil(ti)+djv(fi)(ti) (j =1, 2; i=1, . . . , n).

Therefore, due to Lemma 2.4 from [8], there exists a number ρ0 > 0
independent of k such that

‖xik‖s ≤ ρ0 (i = 1, . . . , n; k = 1, 2, . . . ). (3.4)

Let for every natural k, tik = a + 1
k and ∆ik =]tik, b] for i ∈ {1, . . . , n0},

and tik = b − 1
k and ∆ik = [a, tik[ for i ∈ {n0 + 1, . . . , n}. Then, as above,

using Lemma 2.2 from [8] and the estimate (3.4), we conclude that there
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exists a sufficiently large natural number k0 such that for every k ∈ {k0 +
1, k0 + 2, . . . }, the vector-function xk = (xik)n

i=1 satisfies the inequalities

sgn(t− tik)d|xik(t)| ≤ −|xik(t)|dαi(t) + dqi(t)

for t ∈ ∆ik (i = 1, . . . , n),

(−1)jdj |xik(tik)| ≤ −|xik(tik)|djαi(tik) + djqi(tik)

(j = 1, 2; i = 1, . . . , n),

(3.5)

where

qi(t) ≡ ρ0

( t∨
tik

(cii) +
n∑

l=1,l 6=i

(
cil(t)− cil(tik)

))
sgn(t− tik)+

+ v(fi)(t)− v(fi)(tik) (i = 1, . . . , n).

Let i ∈ {1, . . . , n0} and k ∈ {k0 + 1, k0 + 2, . . . }. Consider the Cauchy
problem

dγ(t) = − γ(t) dαi(t), γ(tik) = 1.

Due to the condition (1.11), this problem has the unique solution γik on the
interval ∆ikδ = [tik, a + δ] for sufficiently small δ > 0. Then γik(t) =
γβi(t, tik) for t ∈ ∆ikδ, where the function γαi is defined according to
(1.4). Moreover, this function is positive and nonincreasing on the interval
t ∈ ∆ikδ. In addition, we can assume without loss of generality that the
conditions of Lemma 2.1 are fulfilled on this interval. Therefore, according
to this lemma, (3.5) and the variation-of-constant formula mentioned above,
we have the estimate

|xik(t)| ≤ qi(t)− qi(tik)+

+ γik(t)
{

ρ0 −
t∫

tik

(
qi(τ)− qi(tik

)
dγ−1

ik (τ)
}

for t ∈ ∆ikδ. (3.6)

Taking into account the first equality of the condition (1.12) and the fact
that the function qi is nondecreasing on ∆ikδ, from (3.6) we get

lim
t→a+

sup
{
|xik(t)| : k = k0 + 1, k0 + 2, . . .

}
= 0 (i = 1, . . . , n0). (3.7)

Analogously, using the second parts of the conditions (1.11) and (1.12),
as above we show that

lim
t→b−

sup
{
|xik(t)| : k = k0 + 1, k0 + 2, . . .

}
= 0 (i = n0 + 1, . . . , n). (3.8)

Without loss of generality, we can assume that the natural number k0 is
such that a < t1k0 < t2k0 < b. Consider the sequence xk (k = k0 + 1, k0 +
2, . . . ). Then by (3.1), (3.4) and the definition of the solution of the system
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(3.2), we have

‖xk(t)− xk(s)‖ ≤ ‖f(t)− f(s)‖+
∥∥∥∥

t∫

s

dAk(τ) · (xk(τ)− xk(s))
∥∥∥∥ ≤

≤ ‖f(t)− f(s)‖+ ρ0

t∨
s

(Ak0) for t1k0 ≤ s < t ≤ t2k0 ,

since Ak(t) = Ak0(t) = A(t) for t ∈ [t1k0 , t2k0 ] (k = k0 + 1, k0 + 2, . . . ).
Hence there exists a positive number ρk0 such that

t2k0∨
t1k0

(xk) ≤ ρk0 (k = k0 + 1, k0 + 2, . . . ).

Consequently, in view of Helly’s choose theorem, without loss of generality
we can assume that the sequence xk (k = k0 + 1, k0 + 2, . . . ) converges
to some function x0 = (xio)n

i=1 ∈ BV([t1k0 , t2k0b],Rn). If we continue this
process, then in a standard way we can assume without loss of generality
that

lim
k→∞

xk(t) = x0(t) for t ∈ ]a, b[ , (3.9)

where x0 = (xio)n
i=1 ∈ BVloc(]a, b[ ,Rn).

Let now [a0, b0] ⊂]a, b[ be an arbitrary closed interval. Then

‖xk(t)− xk(s)‖ ≤ lk + ‖g(t)− g(s)‖
for a0 ≤ s < t ≤ b0 (k = k0 + 1, k0 + 2, . . . ),

where

g(t)=f(t) +

t∫

a0

dAk0(τ) · x0(τ), lk =
∥∥∥∥

b0∫

a0

dV (Ak0)(τ) · |xk(τ)−x0(τ)|
∥∥∥∥.

On the other hand, due to (3.9) and the Lebesgue theorem, we have lk → 0
as k →∞. Therefore, according to Lemma 2.3 from [7],

lim
k→∞

xk(t) = x0(t) uniformly on [a0, b0].

Moreover, by (3.7), the sequences {xik}∞k=1(i = 1, . . . , n0) converge uni-
formly on the interval ]a, t0], and by (3.8), the sequences {xik}∞k=1 (i =
n0 + 1, . . . , n) converge uniformly on the interval [t0, b[ for every t0 ∈ ]a, b[ .
Therefore, there exist one-sided limits xi0(a+) (i = 1, . . . , n0) and xi0(b−)
(i = n0 + 1, . . . , n) and, in addition, they are equal to zero. Thus, due to
(3.1) and (3.2), we have established that x0 ∈ BVloc(]a, b[ ,Rn) is a solution
of the problem (1.1), (1.2).

Let us show that the problem (1.1), (1.2) has only one solution. Let
x and y be two arbitrary solutions of the problem. Then the function
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z(t) ≡ x(t) − y(t), z(t) ≡ (zi(t))n
i=1, will be a solution of the homogeneous

problem

dz(t) = dA(t) · z(t),

zi(a+) = 0 (i = 1, . . . , n0), zi(b−) = 0 (i = n0 + 1, . . . , n).

From this, by (1.6)–(1.9), z is a solution of the system of differential inequal-
ities (1.5) under the condition (1.2). Thus, due to the condition (1.10), we
conclude that z(t) ≡ 0. The theorem is proved. ¤

Proof of Corollary 1.1. The proof of this corollary slightly differs from that
of Lemma 2.6 given in [3]. We give the main aspect of this proof for com-
pleteness.

It suffices to show that the problem (1.5), (1.2) has only the trivial non-
negative solution.

Let (xi)n
i=1 be an arbitrary nonnegative solution of the problem (1.5),

(1.2). Let i ∈ {1, . . . , n0} be fixed, and ε be an arbitrary sufficiently small
positive number. Then by (1.13)–(1.15) and Hölder’s inequality, we have

|xi(t)| ≤ |xi(a + ε)|+
2∑

σ=0

n∑

k=0

(
‖hik‖µ,sσ(βk)

∣∣∣∣
t∫

a+ε

|xk(τ)| ν
2 dsσ(βk)(τ)

∣∣∣∣
2
ν

)

for t ∈ ]a, b].

This, in view of Minkowski’s inequality, implies

‖xi‖ν,sj(βi)≤|xi(a+ε)|(sj(βi)(b)−sj(βi)(a)
) 1

ν +
2∑

σ=0

n∑

k=0

‖hik‖µ,sσ(βk)×

×
( b∫

a

∣∣∣∣
t∫

a+ε

|xk(τ)| ν
2 dsσ(βk)(τ)

∣∣∣∣
2

dsj(βi)(t)

) 1
ν

(j = 0, 1, 2). (3.10)

On the other hand, by virtue of Hölder’s inequality, in case σ2 + j2 +(i−
k)2 > 0, j = 0, and by the generalized Wirtinger’s inequalities (see Lemma
2.5 from [3]), in the other case we have

lim
ε→0

( b∫

a

∣∣∣∣
t∫

a+ε

|xk(τ)| ν
2 dsσ(βk)(τ)

∣∣∣∣
2

dsj(βi)(t)

) 1
ν

≤

≤ λkσij

( b∫

a+

|xk(τ)|ν dsσ(βk)(τ)
) 1

ν

(j, σ = 0, 1, 2; k = 1, . . . , n).
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By this, (1.2) and (3.10), we get

‖xi‖ν,sj(βi) ≤

≤
2∑

σ=0

n∑

k=0

λkσij‖hik‖µ,sσ(βk)‖xk‖ν,sσ(βk) (j =0, 1, 2; i=1, . . . , n0). (3.11)

Analogously, we show that the estimate (3.11) is valid for i ∈ {n0 +
1, . . . , n}, as well.

Therefore,

(I3n −H)r ≤ 0, (3.12)

where r ∈ R3n is the vector with the components

ri+nj = ‖xi‖ν,sj(βi) (j = 0, 1, 2; i = 1, . . . , n).

From (3.12), due to (1.2) and (1.16), we find that r = 0 and xi(t) ≡ 0
(i = 1, . . . , n). Consequently, the problem (1.5), (1.2) has no nontrivial
nonnegative solution. The corollary is proved. ¤

Proof of Theorem 1.2. It suffices to show that the problem (1.5), (1.2), whe-
re cil(t) = hilβi(t) + βil(t) (i, l = 1, . . . , n), has only the trivial nonnegative
solution.

Let (xi)n
i=1 be an arbitrary nonnegative solution of the problem (1.5),

(1.2). Let i ∈ {1, . . . , n0} be fixed. Then from (1.5), we have

dxi(t) ≤ xi(t)dai(t) + dgi(t) for t ∈ ]a, b], (3.13)

where

gi(t) = g1i(t) + g2i(t),

g1i(t) =
n∑

l=1,l 6=i

rlhil

(
βi(t)− βi(a+)

)
and g2i(t) =

n∑

l=1

rl

(
βil(t)− βil(a+)

)

and

rl = sup
{‖xl(t)‖ : t ∈ ]a, b]

}
(l = 1, . . . , n).

Hence the function xi satisfies the inequality (2.2) for t0 = a, α(t) ≡ ai(t)
and q(t) ≡ gi(t). Moreover, by (1.17), the condition (2.1) is fulfilled. There-
fore, according to Lemma 2.1, we find

xi(t) ≤ yi(t) for a < t ≤ b, (3.14)

where yi is the solution of the Cauchy problem of the equation

dy(t) = y(t)dai(t) + dgi(t), y(a+) = 0.

Due to the variation-of-constant formula mentioned above, we have

yi(t) = gi(t)− λi(t)

t∫

a+

gi(τ)dλ−1
i (τ) for t ∈ ]a, b], (3.15)
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where λi is the solution of the Cauchy problem

dλ(t) = λ(t)dai(t), λ(a+) = 1.

From (3.15), using the formula of integration-by-parts (see [29, Theorem
I.4.33]), we conclude

yi(t) = λi(t)ψi(t), (3.16)

where

ψi(t) =

t∫

a+

λ−1
i (τ)dgi(τ)−

∑
a<τ<t

d1gi(t)d1λi(τ) +
∑

a<τ<t

d2gi(t)d2λi(τ)

for a < t ≤ b.

Moreover, by the equalities

djλ
−1
i (t) = −λ−1

i (t) · (1 + (−1)jdjai(t)
)−1

djai(t) (j = 1, 2),

we have
ψi(t) = ψ1i(t) + ψ2i(t) for a < t ≤ b,

where

ψji(t) =

t∫

a+

λ−1
i (τ) dA(gji, ai)(τ) for a < t ≤ b (j = 1, 2).

Then by the equality dλ−1
i (t) = −λ−1

i (t)dA(ai.ai)(t) (see Lemma 2.1 from
[11]) and the definition of the operator A, we get

ψ1i(t) =
n∑

l=1,l 6=i

rlhil

t∫

a+

λ−1
i (τ) dA(ai, ai)(τ) =

n∑

l=1,l 6=i

rl
hil

|hii|
(
λ−1

i (t)− 1
)

and

ψ2i(t) = ri

t∫

a+

λ−1
i (τ)dA(ζi, ai)(τ) ≤

≤ riλ
−1
i (t)

(
V

(A(ζi, ai)
)
(t)− V

(A(ζi, ai)
)
(a+)

)
≤

≤ riηiλ
−1
i (t) for a < t ≤ b.

Hence, in view of (3.14) and (3.16), we find

ri ≤ ηiri +
n∑

l=1,l 6=i

rl
hil

|hii| (3.17)

for i ∈ {1, . . . , n0}.
Analogously, we show the validity of the estimate (3.17) for i ∈ {n0 +

1, . . . , n}, too.
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Thus the constant vector r = (ri)n
i=1 satisfies the system of inequalities

(I −H)r ≤ 0. (3.18)

Therefore, according to the condition (1.16), we have r = 0 and xi(t) ≡ 0
(i = 1, . . . , n). The theorem is proved. ¤

Let us show Remark 1.2. Due to the condition (1.19), it is evident that
(3.17) implies that the constant vector r, appearing in the proof of Theo-
rem 1.2, satisfies the system (3.18), where the constant matrixH = (ξil)n

i,l=1

is defined by (1.20). Therefore, by (1.16), we obtain xi(t) ≡ 0 (i = 1, . . . , n)
as in the proof of Theorem 1.2.

Proof of Theorem 1.3. Let the vector-function x∗ = (x∗i )
n
i=1 be the non-

trivial nonnegative solution of the system (1.5) under the condition (1.2).
Obviously, it will be a solution of the system (2.10), (2.11), where C11(t) ≡
C(T ), C12(t) ≡ On1×n2 , C21(t) ≡ On2×n1 , C22(t) ≡ On2×n2 , ti = a and
li(x1, . . . , xn) ≡ −d2xi(a) for i ∈ {1, . . . , n0}, ti = b and li(x1, . . . , xn) ≡
d1xi(b) for i ∈ {n0 + 1, . . . , n}, and Nn = ∅. In addition, the condition
(1.21) of Theorem 1.3 is equivalent to the condition (2.13) of Lemma 2.2.
Therefore, according to Lemma 2.2 and Remark 2.1, there exist a matrix-
function Ã ∈ BV([a, b],Rn×n) and nondecreasing functions α̃i : [a, b] → R
(i = 1, . . . , n) satisfying the conditions (2.14))–(2.18) of Lemma 2.2 and
the condition (1.22), and a constant vector c = (ci)n

i=1 ∈ Rn such that the
system

dz(t) = dÃ(t) · z(t)
under the condition

zi(ti) = li(z1, . . . , zn) + ci (i = 1, . . . , n)

is unsolvable, where z(t) = (zi(t))n
i=1 and, due to the equalities (2.30),

we have l̃i(z1, . . . , zn) ≡ li(z1, . . . , zn). Consequently, using the mapping
xi(t) = zi(t) + ci (i = 1, . . . , n) and definitions of the functionals li (i =
1, . . . , n), it is not difficult to see that the problem (1.1), (1.2) is not solvable
as well, where A(t) ≡ Ã(t) and f(t) ≡ Ã(t) · c. Moreover, it is evident that
in this case the conditions (1.6)–(1.9) coincide with the conditions (2.14)–
(2.17), respectively. From the conditions (2.18) (or (1.22)) and (1.11) it
follows that the functions α̃i (i = 1, . . . , n) satisfy the condition (1.22) as
well. Therefore there exists the sufficiently small δ > 0 such that

1 + (−1)jdj β̃i(t) > 0 for t ∈ ]a, a + δ[ (i = 1, . . . , n0)

or t ∈ ]b− δ, b[ (i = n0 + 1, . . . , n), (3.19)

where β̃i(t) ≡ α̃i(t) sgn(n0 + 1
2 − i).

Let us show that the condition (1.12) is valid. Let i ∈ {1, . . . , n0} be
fixed and let a natural number k0 be such that a + 1

k < a + δ for k > k0.
Then, by the condition (3.19), there exists the nonnegative function γβ̃i

(t)
(t ∈ ]a, a+δ[), since the corresponding Cauchy problem is uniquely solvable.
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Let t ∈ ]a, a + δ[ and k > k0 be such that a + 1
k < t. Then, by definition of

the solution, we have

γβ̃i
(t) = 1 +

t∫

a+ 1
k

γβ̃i
(τ) dβ̃i(τ) ≤

≤ 1 +

t∫

a+ 1
k

γβ̃i
(τ) dαi(τ) +

t∫

a+ 1
k

γβ̃i
(τ) d

(
α̃i(τ)− αi(τ)

)
.

Consequently, the function γβ̃i
is a solution of the problem

sgn(t− tik)dγ(t) ≤ γ(t)dβ̃i(t) for t ∈ ]tik, a + δ[ , γ(tik) = 1,

where tik = a + 1
k . On the other hand, the function γβ̃i

is the unique
solution of the problem

sgn(t− tik)dγ(t) = γ(t)dβi(t) for t ∈ ]tik, a + δ[ , γ(tik) = 1.

Therefore, due to Lemma 2.1, we have

γβ̃i
(t) ≤ γβi(t) for t ∈ ]tik, a + δ[ .

From this, by (1.12) it follows that the function γβ̃i
satisfies the first equality

of the condition (1.12).
Analogously we show the second equality of the condition (1.12).
Let now the condition (1.23) hold. By definition of the matrix-function

A(t) ≡ Ã(t) (see (2.21), (2.25)–(2.27)), we get

djA(t) =
(

ηi(t)djcil(t) sgn
(
n0 +

1
2
− i

))n

i,l=1

for t ∈ [a, b] (j = 1, 2).

From this, by (1.23), it follows that the condition (1.3) holds. Thus the
theorem is proved. ¤

Consider now Remark 1.3. The first case is evident. Indeed, by definition
of the matrix-function A = (ail)n

i,l=1, we have

djail(t)=ηl(t)djcil(t) sgn
(
n0+

1
2
−i

)
for t∈ [a, b] (j =1, 2; i, l=1, . . . , n)

and

|djail(t)| ≤ |djcil(t)| for t ∈ [a, b] (j = 1, 2; i, l = 1, . . . , n).

Taking this into account, by (1.24), we have
n∑

l=1

|djail(t)| < 1 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n).

Hence the condition (1.23) holds.
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Let now the condition (1.25) be valid. Then we have
n∑

l=1, l 6=i

∣∣∣∣εidjcil(t) sgn
(
n0 +

1
2
− i

)∣∣∣∣ ≤

≤ εi+(−1)jεidjcii(t) sgn
(
n0+

1
2
−i

)
≤1+(−1)jεidjcii(t) sgn

(
n0+

1
2
−i

)

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n). (3.20)

Therefore, by Hadamard’s theorem (see [14, p. 382]), the condition (1.23)
holds. Remark 1.3 is proved analogously to the conditions (1.26).
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