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Abstract. We present the existence principle which can be used for
a large class of nonlocal fractional boundary value problems of the form
(cDαx)(t) = f(t, x(t), x′(t), (cDµx)(t)), Λ(x) = 0, Φ(x) = 0, where cD is
the Caputo fractional derivative. Here, α ∈ (1, 2), µ ∈ (0, 1), f is a Lq-
Carathéodory function, q > 1

α−1 , and Λ, Φ : C1[0, T ] → R are continuous
and bounded ones. The proofs are based on the Leray–Schauder degree
theory. Applications of our existence principle are given.
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îâäæñéâ. öâéëåŽãŽäâĲñèæŽ ŽéëýïêŽáëĲæï ìîæêùæìæ ûæèŽáñî ïŽïŽäôãîë
ŽéëùŽêŽåŽ òŽîåë çèŽïæïŽåãæï, îëéâèåŽù Žóãå öâéáâàæ ïŽýâ (cDαx)(t) =
f(t, x(t), x′(t), (cDµx)(t)), Λ(x) = 0, Φ(x) = 0, ïŽáŽù cD Žîæï çŽìñðëï
ûæèŽáñîæ ûŽîéëâĲñèæ, α ∈ (1, 2), µ ∈ (0, 1), f Žîæï Lq-çŽîŽåâëáëîæï
òñêóùæŽ, q > 1

α−1 , ýëèë Λ, Φ : C1[0, T ] → R ñûõãâðæ, öâéëïŽäôãîñèæ òñê-
óùæëêŽèâĲæŽ. éëõãŽêæèæŽ, Žàîâåãâ, Žôêæöêñèæ ìîæêùæìæï àŽéëõâêâĲâĲæ. áŽé-
ðçæùâĲâĲæ âòñúêâĲŽ èâîâ{öŽñáâîæï åâëîæŽï ŽïŽýãŽåŽ ýŽîæïýâĲæï öâïŽýâĲ.
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1. Introduction

Let T > 0 and R+ = [0,∞). As usual, Lq (q ≥ 1) is the set of functions
whose qth powers of modulus are integrable on [0, T ] equipped with the

norm ‖x‖q =
(∫ T

0
|x(t)|q dt

) 1
q

. C[0, T ] is equipped with the norm ‖x‖ =
max{|x(t)| : t ∈ [0, T ]}.
Let A be a set of functionals Λ : C1[0, T ] → R, which are

(a) continuous,
(b) bounded, that is, Λ(Ω) is bounded for any bounded Ω ⊂ C1[0, T ].

We say that Λ,Φ ∈ A satisfy the compatibility condition if for each ν ∈ [0, 1]
there exists a solution of the problem

x′′ = 0, Λ(x)− νΛ(−x) = 0, Φ(x)− νΦ(−x) = 0.

This is true if and only if the system

Φ(a + bt)− νΦ(−a− bt) = 0,

Ψ(a + bt)− νΨ(−a− bt) = 0
(1.1)

has a solution (a, b) ∈ R2 for each ν ∈ [0, 1].
We say that the functionals Φ, Ψ ∈ A satisfy the admissible compatibility

condition if ΦandΨ satisfy the compatibility condition and there exists a
positive constant L = L(Φ, Ψ) such that |a| ≤ L and |b| ≤ L for each
ν ∈ [0, 1] and each solution (a, b) ∈ R2 of system (1.1).

Remark 1.1. If the functionals Φ, Ψ : C1[0, T ] → R are linear and con-
tinuous, then Φ,Ψ ∈ A and satisfy the compatibility condition. Indeed,
system (1.1) is of the form

aΦ(1) + bΦ(t) = 0,

aΨ(1) + bΨ(t) = 0

for each ν ∈ [0, 1], and we see that it is always solvable in R2. The set
of all its solutions (a, b) is bounded (that is, Φ,Ψ satisfy the admissible
compatibility condition) if and only if Φ(1)Ψ(t)− Φ(t)Ψ(1) 6= 0.

We investigate the fractional boundary value problem

(cDαx)(t) = f(t, x(t), x′(t), (cDµx)(t)), (1.2)

Φ(x) = 0, Ψ(x) = 0, (1.3)

where α ∈ (1, 2), µ ∈ (0, 1), f is an Lq-Carathéodory function on [0, T ]×R3,
q > 1

α−1 , and where Φ, Ψ ∈ A satisfy the admissible compatibility condition.
We say that a function x ∈ C1[0, T ] is a solution of problem (1.2), (1.3) if

cDαx ∈ Lq[0, T ], x satisfies the boundary conditions (1.3), and (1.2) holds
for a.e. t ∈ [0, T ].

Note that if x is a solution of problem (1.2), (1.3), then cDµx ∈ C[0, T ]
(see Lemma 2.5).
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The Caputo fractional derivative cDγv of order γ > 0, γ 6∈ N, of a function
v : [0, T ] → R is defined by the formula [10, 15, 18]

(cDγv)(t) =
1

Γ(n− γ)
dn

dtn

t∫

0

(t− s)n−γ−1

(
v(s)−

n−1∑

k=0

v(k)(0)
k!

sk

)
ds,

where n = [γ] + 1 and [γ] denotes the integral part of γ, and Γ is the Euler
gamma function.

We recall that a function f : [0, T ] × R3 → R is an Lq-Carathéodory
function on [0, T ]× R3 if

(i) for each (x, y, z) ∈ R3, the function f(·, x, y, z) : [0, T ] → R is measur-
able,

(ii) for a.e. t ∈ [0, T ], the function f(t, ·, ·, ·) : R3 → R is continuous,
(iii) for each compact set U ⊂ R3, there exists wU ∈ Lq[0, T ] such that

|f(t, x, y, z)| ≤ wU (t) for a.e. t ∈ [0, T ] and all (x, y, z) ∈ U .

Differential equations of fractional order have recently proved to be valu-
able tools in the modeling of many phenomena in various fields of science and
engineering. We can find numerous applications in porous media, electro-
magnetic, fluid mechanics, viskoelasticity, edge detection, and so on. (For
examples and details, see [7, 8, 10, 13, 14, 15, 18, 23, 27] and references
therein). There has been a significant development in the study of frac-
tional differential equations in recent years. The authors discuss regular
(see, e.g., [4, 6, 11, 12, 17]) and singular (see, e.g., [2, 5, 19, 26, 28]) frac-
tional boundary value problems. These problems are usually investigated
with the two-point boundary conditions, multipoint boundary conditions
and also with nonlocal boundary conditions (see, e.g., [3, 6]). Paper [3]
deals with the integral boundary conditions

ax(0) + bx′(0) =

1∫

0

q1(x(s)) ds, ax(1) + bx′(1) =

1∫

0

q2(x(s)) ds,

while that of [6] with the conditions

x(0) = Θ(x), x(T ) = xT ,

where Θ : C[0, T ] → R is a continuous functional and xT ∈ R. The ex-
istence results are proved by: the Banach, Schauder, Krasnosel’skii and
Leggett-Williams fixed point theorems, fixed point theorems on cones, a
mixed monotone method, the Leray–Schauder nonlinear alternative, the
lower and upper solution method and by fixed point index theory.

The aim of the present paper is to give the existence principle for solving
the problem (1.2), (1.3) and to show its applications. We note that unlike the
paper dealing with fractional differential equations for 1 < α < 2 (with the
exception of [2, 16]), the nonlinearity f in (1.2) depends on the derivative
of x. Due to this fact, we have to assume that f is an Lq-Carathéodory
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function with q > 1
α−1 . The existence principle is proved by the Leray–

Schauder degree theory (see, e.g., [9]). Note that our existence principle
is closely related to that given in [24] for n-order differential equations, in
[1, 20, 21, 22] for second-order differential equations and in [25] for second-
order differential systems.

From now on, we assume that

(P ) µ ∈ (0, 1), α ∈ (1, 2), q >
1

α− 1
and p =

q

q − 1
.

Then 1
p + 1

q = 1 and (α− 2)p + 1 > 0.
The paper is organized as follows. Section 2 contains technical lemmas

that are used in the subsequent sections. Section 3 presents the existence
principle for solving the problem (1.2), (1.3). It is shown that the solvability
of this problem is reduced to the existence of a fixed point of an integral
operator. The existence of its fixed point is proved by the Leray–Schauder
degree theory. In Section 4, we apply the existence principle for two sets of
admissible boundary conditions. Examples demonstrate our results.

2. Preliminaries

In this section we state technical lemmas and results which are used in
the subsequent sections. Lemmas 2.1, 2.2 and 2.4–2.6 are proved in [2].
Note that condition (P ) holds in this and in the next sections.

Lemma 2.1. Suppose γ ∈ Lq[0, T ]. Then

(a)

t∫

0

(t− s)α−2γ(s) ds is continuous on [0, T ],

(b)
d
dt

t∫

0

(t− s)α−1γ(s) ds = (α− 1)

t∫

0

(t− s)α−2γ(s) ds for t ∈ [0, T ].

Lemma 2.2. Let {ρn} ⊂ Lq[0, T ] be Lq-convergent and let limn→∞ ρn =
ρ. Then

lim
n→∞

t∫

0

(t− s)α−2ρn(s) ds =

t∫

0

(t− s)α−2ρ(s) ds uniformly on [0, T ].

Corollary 2.3. Suppose the assumptions of Lemma 2.2 are satisfied. Let
{λn} ⊂ [0, 1] be convergent and limn→∞ λn = λ. Then

lim
n→∞

λn

t∫

0

(t− s)α−2ρn(s) ds = λ

t∫

0

(t− s)α−2ρ(s) ds uniformly on [0, T ].

Proof. The result follows from Lemma 2.2, where ρn is replaced by λnρn

(note that limn→∞ λnρn = λρ in Lq[0, T ]). ¤
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Lemma 2.4. Let γ ∈ Lq[0, T ]. Then solutions of the fractional differen-
tial equation

cDαx(t) = γ(t) (2.1)
belong to the class C1[0, T ], and

x(t) =
1

Γ(α)

t∫

0

(t− s)α−1γ(s) + x(0) + x′(0)t

are all solutions of (2.1).

Lemma 2.5. Let x ∈ C1[0, T ]. Then

cDµx(t) =
1

Γ(1− µ)

t∫

0

(t− s)−µx′(s) ds for t ∈ [0, T ]

and cDµx ∈ C[0, T ].

Lemma 2.6. Suppose that η ∈ Lq[0, T ] and 0 ≤ t1 < t2 ≤ T . Then
∣∣∣∣∣∣

t2∫

0

(t2 − s)α−2η(s) ds−
t1∫

0

(t1 − s)α−2η(s) ds

∣∣∣∣∣∣
≤

≤
(

td1 + (t2 − t1)d − td2
d

) 1
p

‖η‖q +
(

(t2 − t1)d

d

) 1
p

‖η‖q,

where d = (α− 2)p + 1.

3. An Existence Principle

Suppose

f is a Lq-Carathéodory function on [0, T ]× R3. (3.1)

If x ∈ C1[0, T ], then cDµx ∈ C[0, T ] by Lemma 2.5. Therefore the function
f(t, x(t), x′(t), (cDµx)(t)) belongs to the set Lq[0, T ]. Hence by Lemma 2.4,
x ∈ C1[0, T ] is a solution of (1.2) if and only if

x(t) =
1

Γ(α)

t∫

0

(t− s)α−1f(s, x(s), x′(s), (cDµx)(s)) ds + a + bt, (3.2)

t ∈ [0, T ],

where a, b ∈ R. Let Φ,Ψ ∈ A. Define an operator S : C1[0, T ] → C1[0, T ]
by the formula

(Sx)(t) =
1

Γ(α)

t∫

0

(t− s)α−1f(s, x(s), x′(s), (cDµx)(s)) ds+

+ x(0)− Φ(x) + (x′(0)−Ψ(x))t.
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It is easy to check that if x is a fixed point of the operator S, then equality
(3.2) is fulfilled with a = x(0) − Φ(x), b = x′(0) − Ψ(x), and Φ(x) = 0,
Ψ(x) = 0. Consequently, any fixed point x of S is a solution of problem
(1.2), (1.3).

The following result is the existence principle for solving the problem
(1.2), (1.3).

Theorem 3.1. Let Φ,Ψ ∈ A satisfy the admissible compatibility condi-
tion. Suppose that (3.1) holds and there exists a positive constant S such
that

‖x‖ < S, ‖x′‖ < S

for each λ ∈ [0, 1] and each solution x of the problem

(cDαx)(t) = λf(t, x(t), x′(t), (cDµx)(t)),

Φ(x) = 0, Ψ(x) = 0.

}
(3.3)

Then problem (1.2), (1.3) has a solution.

Proof. We first note that since Φ, Ψ ∈ A satisfy the admissible compatibility
condition, system (1.1) has a solution for each ν ∈ [0, 1] and there is a
positive constant K such that |a| ≤ K and |b| ≤ K for each ν ∈ [0, 1] and
each solution (a, b) ∈ R2 of (1.1). Set

Ω = {x ∈ C1[0, T ] : ‖x‖ < S + (1 + T )K, ‖x′‖ < S + K}.
Then Ω is an open, bounded and symmetric with respect to 0 ∈ C1[0, T ]
subset of the Banach space C1[0, T ]. We know that any fixed point of S is
a solution of problem (1.2), (1.3). If

D(I − S,Ω, 0) 6= 0, (3.4)

where ”D” stands for the Leray–Schauder degree and I is the identical
operator on C1[0, T ], then S has a fixed point by the Leray–Schauder degree
method. Hence to prove our theorem we need to show that (3.4) holds. To
this end, define an operator K : [0, 1]× Ω → C1[0, T ] by the formula

K(λ, x)(t) =
λ

Γ(α)

t∫

0

(t− s)α−1f(s, x(s), x′(s), (cDµx)(s)) ds+

+ x(0)− Φ(x) + (x′(0)−Ψ(x))t.

Then K(1, ·) = S. We prove that K is a compact operator. We start with the
proof that K is continuous. Let {λn} ⊂ [0, 1] and {xn} ⊂ Ω be convergent
and let limn→∞ λn = λ, limn→∞ xn = x. Let us put

γn(t) = f(t, xn(t), x′n(t), (cDµxn)(t)), γ(t) = f(t, x(t), x′(t), (cDµx)(t)),

zn(t) =
λn

Γ(α)

t∫

0

(t− s)α−1γn(s) ds, z(t) =
λ

Γ(α)

t∫

0

(t− s)α−1γ(s) ds.
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We conclude from Lemma 2.5 that limn→∞ cDµxn =cDµx in C[0, T ] and

‖cDµxn‖ ≤ ‖x′n‖
Γ(1− µ)

max
{ t∫

0

(t− s)−µ ds : t ∈ [0, T ]
}
≤

≤ (S + K)T 1−µ

Γ(2− µ)
(3.5)

for n ∈ N. Hence

lim
n→∞

γn(t) = γ(t) for a.e. t ∈ [0, T ], (3.6)

and since f fulfils (3.1), {xn} is bounded in C1[0, T ] and {cDµxn} is bounded
in C[0, T ], there exists w ∈ Lq[0, T ] such that

|γn(t)| ≤ w(t) for a.e. t ∈ [0, T ] and all n ∈ N. (3.7)

Therefore, limn→∞ ‖γn − γ‖q = 0 by the dominated convergence theorem
in Lq[0, T ]. Consequently, by Corollary 2.3 and Lemma 2.1(b),

lim
n→∞

z′n(t) = lim
n→∞

λn

Γ(α− 1)

t∫

0

(t− s)α−2γn(s) ds =

=
λ

Γ(α− 1)

t∫

0

(t− s)α−2γ(s) ds =

= z′(t) uniformly on [0, T ].

As a result, limn→∞ zn = z in C1[0, T ] since zn(0) = z(0) = 0. The conti-
nuity of K follows now from the equalities K(λn, xn)(t) = zn(t) + xn(0) −
Φ(xn) + (x′n(0)−Ψ(xn))t, K(λ, x)(t) = z(t) + x(0)−Φ(x) + (x′(0)−Ψ(x))t
and from

lim
n→∞

(xn(0)− Φ(xn)) = x(0)− Φ(x), lim
n→∞

(xn(0)−Ψ(xn)) = x(0)−Ψ(x).

We now prove that the set K([0, 1] × Ω) is relatively compact in C1[0, T ].
Since the set {x(0)− Φ(x) + (x′(0)−Ψ(x))t : x ∈ Ω} is relatively compact
in R, which immediately follows from the properties of Φ and Ψ, it suffices
to show that the set

B =

{
λ

t∫

0

(t− s)α−1f(s, x(s), x′(s), (cDµx)(s)) ds : λ ∈ [0, 1], x ∈ Ω

}

is relatively compact in C1[0, T ]. Since cDµx ∈ C[0, T ] for x ∈ C1[0, T ] and
(cf. (3.5)) ‖cDµx‖ ≤ T 1−µ‖x′‖

Γ(2−µ) for x ∈ Ω, there exists ρ ∈ Lq[0, T ] such that

|f(t, x(t), x′(t), (cDµx)(t))| ≤ ρ(t) for a.e. t ∈ [0, T ] and all x ∈ Ω. (3.8)
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The boundedness of B in C1[0, T ] follows from the relations (for t ∈ [0, T ]
and x ∈ Ω)

∣∣∣∣∣∣

t∫

0

(t− s)α−1f(s, x(s), x′(s), (cDµx)(s)) ds

∣∣∣∣∣∣
≤ Tα−1‖ρ‖1

and ∣∣∣∣∣∣
d
dt

t∫

0

(t− s)α−1f(s, x(s), x′(s), (cDµx)(s)) ds

∣∣∣∣∣∣
=

= (α− 1)

∣∣∣∣∣∣

t∫

0

(t− s)α−2f(s, x(s), x′(s), (cDµx)(s)) ds

∣∣∣∣∣∣
≤

≤ (α− 1)

t∫

0

(t− s)α−2ρ(s) ds ≤

≤ (α− 1)




t∫

0

(t− s)(α−2)p ds




1
p




t∫

0

ρq(s) ds




1
q

≤

≤ (α− 1)
(

T (α−2)p+1

(α− 2)p + 1

) 1
p

‖ρ‖q,

where the Hölder inequality is used. Furthermore, for 0 ≤ t1 < t2 ≤ T and
x ∈ Ω, Lemma 2.6 (for η(t) = f(t, x(t), x′(t), (cDµx)(t))) gives

∣∣∣∣∣∣

t2∫

0

(t2 − s)α−2f(s, x(s), x′(s), (cDµx)(s)) ds −

−
t1∫

0

(t1 − s)α−2f(s, x(s), x′(s), (cDµx)(s)) ds

∣∣∣∣∣∣
≤

≤
(

td1 + (t2 − t1)d − td2
d

) 1
p

‖ρ‖q +
(

(t2 − t1)d

d

) 1
p

‖ρ‖q

since ‖η‖q ≤ ‖ρ‖q. Here d = (α − 2)p + 1. Hence the set {y′ : y ∈ B} is
equicontinuous on [0, T ], and thus B is relatively compact in C1[0, T ] by the
Arzelà-Ascoli theorem. To summarize, K is a compact operator.

Suppose now that K(λ∗, x∗) = x∗ for some λ∗ ∈ [0, T ] and some x∗ ∈ Ω.
Let γ∗(t) = f(t, x∗(t), x′∗(t), (

cDµx∗)(t)) for a.e. t ∈ [0, T ]. Then γ∗ ∈
Lq[0, T ] and the equality

x∗(t) =
λ∗

Γ(α)

t∫

0

(t−s)α−1γ∗(s) ds+x∗(0)−Φ(x∗)+(x′∗(0)−Ψ(x∗))t (3.9)
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holds for t ∈ [0, T ]. Hence Φ(x∗) = 0, Ψ(x∗) = 0 and, by Lemma 2.4,

(cDαx∗)(t) = λ∗γ∗(t) for a.e. t ∈ [0, T ].

Hence x∗ is a solution of problem (3.3) with λ = λ∗, and ‖x∗‖ < S, ‖x′∗‖ < S
by the assumptions. As a result, K(λ, x) 6= x for each λ ∈ [0, 1] and each
x ∈ ∂Ω. Therefore, by the homotopy property,

D(I − K(0, ·), Ω, 0) = D(I − K(1, ·),Ω, 0). (3.10)

We will now proceed to showing that

D(I − K(0, ·), Ω, 0) 6= 0. (3.11)

Let us define a compact operator L : [0, 1]× Ω → C1[0, T ] as

L(ν, x) = x(0) + Φ(x)− νΦ(−x) + (x′(0) + Ψ(x)− νΨ(−x))t.

Then L(1, ·) is odd (i.e., L(1,−x) = −L(1, x) for x ∈ Ω) and

L(0, ·) = K(0, ·). (3.12)

If L(ν1, x1) = x1 for some (ν1, x1) ∈ [0, 1]× Ω, then

x1(t) = x1(0) + Φ(x1)− ν1Φ(−x1) + (x′1(0) + Ψ(x1)− ν1Ψ(−x1))t, (3.13)

and therefore x1(t) = a + bt for t ∈ [0, T ], where a = x1(0) + Φ(x1) −
ν1Φ(−x1) and b = (x′1(0) + Ψ(x1) − ν1Ψ(−x1))t. Let t = 0 in x1(t) and
x′1(t), where x1 is given in (3.13), and have

Φ(x1)− ν1Φ(−x1) = 0, Ψ(x1)− ν1Ψ(−x1) = 0,

which is system (1.1) with ν = ν1. Hence due to the first part of the
proof, the inequalities |a| ≤ K and |b| ≤ K are fulfilled. Consequently,
‖x1‖ ≤ (1+T )K and ‖x′1‖ ≤ K, and thus x1 6∈ ∂Ω. Next, by the homotopy
property and the Borsuk antipodal theorem,

D(I − L(0, ·),Ω, 0) = D(I − L(1, ·), Ω, 0) and D(I − L(1, ·),Ω, 0) 6= 0.

The last relations together with (3.12) give that (3.11) holds. Finally, we
conclude that from (3.10) and (3.11) follows (3.4). ¤

4. Applications of the Existence Principle

4.1. Functionals satisfying the admissible complementary condi-
tion. We give two sets of nonlinear functionals Λ, Φ ∈ A satisfying the ad-
missible complementary condition. Such functionals in the nonlocal bound-
ary conditions (1.3) will be used in the next subsection for solving problem
(1.2), (1.3) by means of our existence principle.

For j = 0, 1, let Bj be the set of functionals Λ ∈ A for which there exists
a positive constant K = K(Λ) such that

x ∈ C1[0, T ], |x(j)| ≥ K on [0, T ] ⇒ Λ(x) sign(x(j)) > 0

Remark 4.1. The functionals from the set Bj have the following impor-
tant property: If Λ ∈ Bj and Λ(x) = 0 for some x ∈ C1[0, T ] and j ∈ {0, 1},
then there exists ξ ∈ [0, T ] such that |x(j)(ξ)| < K(Λ).
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Example 4.2. Let 0 ≤ a < b ≤ T , j ∈ {0, 1}, Θ : C1[0, T ] → R be
continuous and sup{|Θ(x)| : x ∈ C1[0, T ]} < ∞. Then the functionals

Λ1(x) = min{x(j)(t) : a ≤ t ≤ b}+ Θ(x),

Λ2(x) = max{x(j)(t) : a ≤ t ≤ b}+ Θ(x),

Λ3(x) =

b∫

a

max{x(j)(s) : a ≤ s ≤ t}dt + Θ(x)

belong to the set Bj . If 0 ≤ t1 < t2 < · · · < tn ≤ T , bi > 0, g, fi ∈ C(R) and
limu→±∞ g(u) = limu→±∞ fi(u) = ±∞, i = 1, 2, . . . , n, then the functionals

Λ4(x) =
n∑

i=1

big(x(j)(ti)) + Θ(x),

Λ5(x) =

b∫

a

(
n∑

i=1

bifi(x(j)(s))

)
ds + Θ(x),

Λ6(x) =

b∫

a




s∫

a

(
n∑

i=1

bifi(x(j)(ξ))

)
dξ


 ds + Θ(x)

also belong to Bj .

Lemma 4.3. Let Φ ∈ B0 and Ψ ∈ B1. Then Φ,Ψ satisfy the admissible
compatibility condition.

Proof. Since Φ ∈ B0 and Ψ ∈ B1, there exists a positive constant K such
that for each ν ∈ [0, 1] we have [Φ(a + bt)− νΦ(−a− bt)]sign(a + bt) > 0 if
|a+bt| ≥ K for t ∈ [0, T ] and [Ψ(a+bt)−νΨ(−a−bt)]sign(b) > 0 if |b| ≥ K.
Hence if (a0, b0) ∈ R2 is a solution of system (1.1) for some ν ∈ [0, 1], then
(see Remark 4.1) |b0| < K and |a0 + b0ξ| < K for some ξ ∈ [0, T ]. From the
inequality |a0| ≤ |a0 +b0ξ|+ |b0ξ| < (1+K)T we see that for each ν ∈ [0, 1],
any solution (a, b) ∈ R2 of (1.1) satisfies the estimate

|a| < (1 + K)T, |b| < K. (4.1)

Let M = {(a, b) ∈ R2 : |a| < (1+K)T, |b| < K} and F : [0, 1]×M → R2

be defined as

F(ν, a, b) = (Φ(a + bt)− νΦ(−a− bt), Ψ(a + bt)− νΨ(−a− bt)) .

Then F is a continuous operator and M is an open, bounded and symmetric
with respect to (0, 0) ∈ R2 subset of R2. We have also F(ν, a, b) 6= (0, 0)
for ν ∈ [0, 1] and (a, b) ∈ ∂M , and F(1, ·, ·) is an odd operator (that is,
F(1,−a,−b) = −F(1, a, b) for (a, b) ∈ M). Hence by the Borsuk antipodal
theorem and the homotopy property,

deg(F(1, ·, ·),M, 0) 6= 0,

deg(F(1, ·, ·), M, 0) = deg(F(ν, ·, ·),M, 0) for ν ∈ [0, 1],
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where ”deg” stands for the Brower degree. Consequently, the operator
equation F(ν, a, b) = (0, 0) has a solution for each ν ∈ [0, 1]. Hence for each
ν ∈ [0, 1] system (1.1) has a solution and any its solution (a, b) satisfies (4.1),
and therefore Φ, Ψ satisfy the admissible complementary condition. ¤

Remark 4.4. The special cases of the boundary conditions (1.3) are:
(a) the Dirichlet conditions x(0) = A, x(T ) = B (for Φ(x) = x(0) − A,

Ψ(x) =
∫ T

0
x′(s) ds + A−B),

(b) the mixed conditions x(0) = A, x′(T ) = B (for Φ(x) = x(0) − A,
Ψ(x) = x′(T ) − B) and x′(0) = A, x(T ) = B (for Φ(x) = x(T ) − B,
Ψ(x) = x′(0)−A),

(c) the antiperiodic conditions x(0) + x(T ) = 0, x′(0) + x′(T ) = 0 (for
Φ(x) = x(0) + x(T ), Ψ(x) = x′(0) + x′(T )),

(d) the initial conditions x(ξ) = A, x′(ξ) = B, where ξ ∈ [0, T ] (for
Φ(x) = x(ξ)−A, Ψ(x) = x′(ξ)−B),

(e) the multipoint conditions
n∑

j=0

ajx
2lj−1(tj) = A,

m∑
i=0

bi (x′(si))
2ki−1 =

B, where aj , bi ∈ (0,∞), lj , ki ∈ N (j = 0, . . . , n, i = 0, . . . ,m), 0 ≤
t0 < t1 < · · · < tn ≤ T , 0 ≤ s0 < s1 < · · · < sm ≤ T (for Φ(x) =
n∑

j=0

ajx
2lj−1(tj)−A, Ψ(x) =

m∑
i=0

bi(x′(si))2ki−1 −B).

Let C be the set of functionals Λ ∈ A such that sup{|Λ(x)| : x ∈
C1[0, T ]} < ∞.

Lemma 4.5. Let 0 ≤ ξ < η ≤ T , Λ1,Λ2 ∈ C and

Φ(x) = x(ξ) + Λ1(x), Ψ(x) = x(η) + Λ2(x) for x ∈ C1[0, T ].

Then Φ, Ψ satisfy the admissible compatibility condition.

Proof. Since Λ1, Λ2 ∈ C, there is a positive constant S such that |Λ1(x)| < S
and |Λ1(x)| < S for x ∈ C1[0, T ]. System (1.1) has the form

(1 + ν)(a + bξ) + Λ1(a + bt)− νΛ1(−a− bt) = 0,

(1 + ν)(a + bη) + Λ2(a + bt)− νΛ2(−a− bt) = 0.
(4.2)

Suppose that (a0, b0) ∈ R2 is a solution of (4.2) for some ν ∈ [0, 1]. Then

(1+ν)(η−ξ)b0 = Λ1(a0+b0t)−νΛ1(−a0−b0t)−Λ2(a0+b0t)+νΛ2(−a0−b0t),

and consequently, |b0| < 2S
η−ξ . Since

a0 = −b0ξ +
1

1 + ν
[νΛ1(−a0 − b0t)− Λ1(a0 + b0t)],

we have

|a0| < 2ST

η − ξ
+ S = S

(
1 +

2T

η − ξ

)
.
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As a result, for each ν ∈ [0, 1], any solution (a, b) ∈ R2 of (4.2) satisfies the
estimate

|a| < S

(
1 +

2T

η − ξ

)
, |b| < 2S

η − ξ
. (4.3)

Put M =
{
(a, b) ∈ R2 : |a| < S

(
1 + 2T

η−ξ

)
, |b| < 2S

η−ξ

}
. In order to prove

that Φ,Ψ satisfy the admissible compatibility condition we define a contin-
uous operator F : [0, 1]×M → R2 by

F(ν, a, b) =
(
(1 + ν)(a + bξ) + Λ1(a + bt)− νΛ1(−a− bt),

(1 + ν)(a + bη) + Λ2(a + bt)− νΛ2(−a− bt)
)
.

Then F(1, ·, ·) is an odd operator and F(ν, a, b) 6= (0, 0) for all ν ∈ [0, 1]
and (a, b) ∈ ∂M. By the Borsuk antipodal theorem and by the homotopy
property, we can prove just as in the proof of Lemma 4.3 that for each
ν ∈ [0, 1], the equation F(ν, a, b) = (0, 0) has a solution. Consequently,
system (4.2) has a solution for each ν ∈ [0, 1] and all its solutions (a, b)
satisfy (4.3). Hence Φ,Ψ satisfy the admissible compatibility condition. ¤

4.2. Existence results for nonlocal fractional BVPs. Bearing in mind
Section 4.1, we work with the boundary conditions

Φ(x) = 0, Ψ(x) = 0, Φ ∈ B0, Ψ ∈ B1, (4.4)

and

x(ξ) + Λ1(x) = 0, x(η) + Λ2(x) = 0, 0 ≤ ξ < η ≤ T, Λ1, Λ2 ∈ C. (4.5)

Lemmas 4.3 and 4.5 show that the functionals Φ,Ψ in (4.4) and the function-
als x(ξ) + Λ1(x), x(η) + Λ2(x) in (4.5) satisfy the admissible compatibility
condition. We discuss the solvability of problems (1.2), (4.4) and (1.2), (4.5)
by the existence principle (Theorem 3.1).

Theorem 4.6. Let (3.1) hold. Suppose that the estimate

|f(t, x, y, z)| ≤ ρ(t)p(|x|, |y|, |z|)
for a.e. t ∈ [0, T ] and all (x, y, z) ∈ R3 (4.6)

is fulfilled, where ρ ∈ Lq[0, T ] and p ∈ C(R3
+) are nonnegative, p is nonde-

creasing in all its arguments and

lim
u→∞

p(u, u, u)
u

= 0. (4.7)

Then problems (1.2), (4.4) and (1.2), (4.5) are solvable.

Proof. By Theorem 3.1, we have to prove that there exists a positive con-
stant S such that

‖x‖ < S, ‖x′‖ < S (4.8)
for each λ ∈ [0, 1] and each solution x of the problems

(cDαx)(t) = λf(t, x(t), x′(t), (cDµx)(t)), (4.4), (4.9)
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and
(cDαx)(t) = λf(t, x(t), x′(t), (cDµx)(t)), (4.5). (4.10)

We start with problem (4.9). Let x ∈ C1[0, T ] be a solution of (4.9). Since
Φ ∈ B0 and Ψ ∈ B1, there exists a positive constant K such that (cf.
Remark 4.1) |x(ξ0)| < K, |x′(ξ1)| < K for some ξ0, ξ1 ∈ [0, T ]. Furthermore,
by Lemma 2.5, cDµx ∈ C[0, T ] and

‖cDµx‖ ≤ ‖x′‖
Γ(1− µ)

∥∥∥∥∥

t∫

0

(t− s)−µ ds

∥∥∥∥∥ ≤ V ‖x′‖,

where V = T 1−µ

Γ(1−µ) . From the equality x(t) = x(ξ0) +
∫ t

ξ0
x′(s) ds we get

‖x‖ < K + T‖x′‖. (4.11)

From estimate (4.6) it follows now that

|f(t, x(t), x′(t), (cDµx)(t))| ≤ ρ(t)p(K + T‖x′‖, ‖x′‖, V ‖x′‖) (4.12)

for a.e. t ∈ [0, T ]. Since x is a solution of the equation in (4.9), we have (cf.
(3.2) and Lemma 2.1)

x′(t) =
λ

Γ(α− 1)

t∫

0

(t− s)α−2f(s, x(s), x′(s), (cDµx)(s)) ds + b (4.13)

for t ∈ [0, T ],

where b ∈ R. From |x′(ξ1)| < K, we obtain

|b| < K +

∣∣∣∣∣
λ

Γ(α− 1)

ξ1∫

0

(ξ1 − s)α−2f(s, x(s), x′(s), (cDµx)(s)) ds

∣∣∣∣∣. (4.14)

By Lemma 2.6 (with η = ρ, t2 = t and t1 = 0),
t∫

0

(t− s)α−2ρ(s) ds ≤
(

T (α−2)p+1

(α− 2)p + 1

) 1
p

‖ρ‖q =: W.

We conclude from the last inequality and from (4.12), (4.13) and (4.14) that

‖x′‖ ≤ 2W

Γ(α− 1)
p(K + T‖x′‖, ‖x′‖, V ‖x′‖) + K. (4.15)

In view of (4.7), there is a positive constant S1 such that the inequality
2W

Γ(α− 1)
p(K + Tv, v, V v) + K < v

is fulfilled for all v ≥ S1. Hence (4.15) yields ‖x′‖ < S1, and hence ‖x‖ <
K + TS1 by (4.11). Put S = max{S1,K + TS1}. Then (4.8) holds for each
λ ∈ [0, 1] and each solution x of problem (4.9).

We proceed now to discussing problem (4.10). Let x be a solution
of(4.10). Due to Λ1,Λ2 ∈ C there is L > 0 such that |Λ1(x)| ≤ L and
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|Λ1(x)| ≤ L for x ∈ C1[0, T ]. Therefore |x(ξ)| ≤ L and |x(η)| ≤ L. It
follows from x(ξ)−x(η) = x′(τ)(η− ξ), where τ ∈ (ξ, η) that |x′(τ)| ≤ 2L

η−ξ .
We have proved that for each λ ∈ [0, 1] and any solution x of problem (4.10)
there exists τ = τ(λ, x) ∈ (ξ, η) such that |x(ξ)| ≤ L and |x′(τ)| ≤ 2L

η−ξ .
Essentially the same reasoning as in the first part of the proof

(
with K >

max
{

L, 2L
η−ξ

})
yields that there is a positive constant S such that (4.8)

holds for each λ ∈ [0, 1] and each solution x of problem (4.10). ¤

Example 4.7. Let γi ∈ Lq[0, T ] (i = 0, 1, 2, 3), h ∈ C([0, T ] × R3) be
bounded and gj ∈ C(R), limu→±∞

gj(u)
u = 0 (j = 1, 2, 3). Then the function

f(t, x, y, z) = γ0(t)h(t, x, y, z) + γ1(t)g1(x) + γ2(t)g2(y) + γ2(t)g3(z)

satisfies the conditions of Theorem 4.6 with ρ(t) =
∑3

i=0 |γi(t)| and

p(u1, u2, u3) =
3∑

j=1

max
{
|gj(s)| : |s| ≤ uj

}
+ K for (u1, u2, u3) ∈ R3

+,

where K = sup{|h(t, x, y, z)| : (t, x, y, z) ∈ [0, T ]×R3}. Hence Theorem 4.6
can be applied to problems (1.2), (4.4) and (1.2), (4.5).

In particular, equation (1.2) has solutions u1 and u2, where u1 satisfies
the boundary conditions

min{u(t) : t ∈ [0, T ]} = A, max{u′(t) : t ∈ [0, T ]} = B, A,B ∈ R,

and u2 satisfies the boundary conditions

u(ξ) = arctan(‖u‖ − ‖u′‖) + A, u(η) =

T∫

0

sin(u′(t)) dt + B, A, B ∈ R.

where 0 ≤ ξ < η ≤ 1.
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differential equations as alternative models to nonlinear differential equations. Appl.
Math. Comput. 187 (2007), No. 1, 79–88.

8. M. Dalir and M. Bashour, Applications of fractional calculus. Appl. Math. Sci.
(Ruse) 4 (2010), No. 21-24, 1021–1032.

9. K. Deimling, Nonlinear functional analysis. Springer-Verlag, Berlin, 1985.
10. K. Diethelm, The analysis of fractional differential equations. An application-

oriented exposition using differential operators of Caputo type. Lecture Notes in
Mathematics, 2004. Springer, Berlin, 2010.

11. Y. Guo, Nontrivial solutions for boundary-value problems of nonlinear fractional
differential equations. Bull. Korean Math. Soc. 47 (2010), No. 1, 81–87.

12. D. Jiang and C. Yuan, The positive properties of the Green function for Dirichlet-
type boundary value problems of nonlinear fractional differential equations and its
application. Nonlinear Anal. 72 (2010), No. 2, 710–719.

13. A. A. Kilbas and J. J. Trujillo, Differential equations of fractional order: methods,
results and problems. I. Appl. Anal. 78 (2001), No. 1-2, 153–192.

14. A. A. Kilbas and J. J. Trujillo, Differential equations of fractional order: methods,
results and problems. II. Appl. Anal. 81 (2002), No. 2, 435–493.

15. A. A. Kiblas, H. M. Srivastava, and J. J. Trujillo, Theory and applications of
fractional differential equations. North-Holland Mathematics Studies, 204. Elsevier
Science B.V., Amsterdam, 2006.

16. N. Kosmatov, A singular boundary value problem for nonlinear differential equations
of fractional order. J. Appl. Math. Comput. 29 (2009), No. 1-2, 125–135.

17. C. F. Li, X. N. Luo, and Y. Zhou, Existence of positive solutions of the boundary
value problem for nonlinear fractional differential equations. Comput. Math. Appl.
59 (2010), No. 3, 1363–1375.

18. I. Podlubny, Fractional differential equations. An introduction to fractional deriva-
tives, fractional differential equations, to methods of their solution and some of their
applications. Mathematics in Science and Engineering, 198. Academic Press, Inc.,
San Diego, CA, 1999.

19. T. Qui and Z. Bai, Existence of positive solutions for singular fractional differential
equations. Electron. J. Differential Equations 2008, No. 146, 9 pp.

20. I. Rach̊unková and S. Staněk, General existence principle for singular BVPs and
its application. Georgian Math. J. 11 (2004), No. 3, 549–565.
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Palacký University
17 listopadu 12, 771 46 Olomouc
Czech Republic
E-mail:svatoslav.stanek@upol.cz


