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îâäæñéâ. ŽîŽûîòæã øãâñèâĲîæã áæòâîâêùæŽèñî àŽêðëèâĲŽåŽ ùæçèñ-
îæ ïæïðâéâĲæïŽåãæï, îëéèâĲæù âéáâê{òŽñèâîæï ïæïðâéŽäâ ñòîë äëàŽáæŽ,
áŽáàâêæèæŽ ŽéëêŽýïêâĲæï Žïæéìðëðñîæ ûŽîéëáàâêâĲæ.
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1. Statement of the Problem and Auxiliary Designations

We consider the system of differential equations

y′i = αipi(t)ϕi+1(yi+1) (i = 1, n), ∗ (1.1)

where αi ∈ {−1, 1} (i = 1, n), pi : [a, ω[→ ]0, +∞[ (i = 1, n) are continuous
functions, −∞ < a < ω ≤ +∞,† ϕi : ∆(Y 0

i ) → ]0;+∞[ (i = 1, n) are
continuously differentiable functions satisfying the conditions

lim
yi→Y 0

i

yi∈∆(Y 0
i )

yiϕ
′
i(yi)

ϕi(yi)
= σi (i = 1, n),

n∏

i=1

σi 6= 1, (1.2)

where Y 0
i (i ∈ {1, . . . , n}) is equal either to 0, or to ±∞, ∆(Y 0

i ) (i ∈
{1, . . . , n}) is a one-sided neighborhood of Y 0

i .
It follows from the conditions (1.2) that ϕi (i = 1, n) are regularly varying

functions of orders σi as yi → Y 0
i , hence (see [1]) these functions admit the

representation
ϕi(yi) = |yi|σiθi(yi) (i = 1, n), (1.3)

where θi (i = 1, n) are slowly varying functions as yi → Y 0
i . According to

the definition and properties of slowly varying functions and also in view of
(1.2),

lim
yi→Y 0

i

θi(λyi)
θi(yi)

= 1 for any λ > 0, lim
yi→Y 0

i

yiθ
′
i(yi)

θi(yi)
= 0 (i = 1, n), (1.4)

and the first limits are uniform with respect to λ on any segment [c, d] ∈
]0, +∞[ .

If θi(yi) ≡ 1 (i = 1, n), then the system (1.1) is called an Emden–Fowler
system. In case n = 2, the asymptotic behavior of its nonoscillating solu-
tions is thoroughly investigated in [2–6].

In the present paper (as distinct from [2–6]), the system (1.1) is con-
sidered in the case where the functions ϕi(yi) (i = 1, n) are close to the
power functions in the neighborhoods of Y 0

i in the sense of the definition of
regularly varying functions.

In T. A. Chanturia’s paper [7], for systems of differential equations that
are close to (1.1) in a certain sense the criteria for the existence of A and
B-properties are established.

A solution (yi)n
i=1 of the system (1.1) is called Pω(Λ1, . . . , Λn−1)-solution,

if it is defined on the interval [t0, ω[⊂ [a, ω[ and satisfies the following con-
ditions:

yi(t) ∈ ∆(Y 0
i ) while t ∈ [t0, ω[ , lim

t↑ω
yi(t) = Y 0

i ,

lim
t↑ω

yi(t)y′i+1(t)
y′i(t)yi+1(t)

= Λi (i = 1, n− 1).
(1.5)

∗ Here and in the sequel, all functions and parameters with the index n + 1 will be
equivalent to the corresponding values with index 1.

† While ω = +∞ we consider a > 0.
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The aim of this work is to establish sufficient and necessary conditions for
the existence of Pω(Λ1, . . . , Λn−1)-solutions for the system (1.1), and also
to provide the asymptotic representation (when t ↑ ω) for these solutions,
when Λi (i = 1, n− 1) are real numbers, including those equal to zero, and
Λn−1σn = 1.

Remark 1.1. The definition of Pω(Λ1, . . . , Λn−1)-solution does not give
the direct connection between the first and the n-th components of the
solution, which appear in the n-th equation of the system. To establish this
connection, we define the following functions:

λi(t) =
yi(t)y′i+1(t)
y′i(t)yi+1(t)

(i = 1, n). (1.6)

We have

λn(t) =
yn(t)y′1(t)
y′n(t)y1(t)

=
yn(t)y′n−1(t)
y′n(t)yn−1(t)

· yn−1(t)y′n−2(t)
y′n−1(t)yn−2(t)

· · · y2(t)y′1(t)
y′2(t)y1(t)

=

=
1

λ1(t) . . . λn−1(t)
. (1.7)

It follows from (1.5) that lim
t↑ω

λi(t) = Λi (i = 1, n− 1). Therefore, if there

are zeroes among Λi (i = 1, n− 1), taking into account (1.7), we obtain

Λn = lim
t↑ω

λn(t) = ±∞.

In particular, it is evident that the case in which among all Λi (i = 1, . . . , n−
1) there is a single ±∞, while all others are real different from zero numbers,
can be transformed into the case described in this work. This transformation
is carried out by cyclic redesignation of variables, functions and constants.
For instance, if Λl = ±∞ (l ∈ {1, . . . , n − 1}), the indices are redesignated
as follows:

l → n, l + 1 → 1, . . . , n → n− l, 1 → n− l + 1, . . . , l − 1 → n− 1.

It is obvious that Λi = 0, if i = n− l.

Further, we introduce some auxiliary notation.
First, if

µi =





1, as Y 0
i = +∞,

or Y 0
i = 0 and ∆(Y 0

i ) is right neighborhood of 0,

−1, as Y 0
i = −∞,

or Y 0
i = 0 and ∆(Y 0

i ) is left neighboorhood of 0,

it is obvious that µi (i = 1, n) determine the signs of the components of
Pω(Λ1, . . . , Λn−1)-solution in some left neighborhood of ω.

Further, we denote the sets

I = {i ∈ {1, . . . , n− 1} : 1− Λiσi+1 6= 1} , I = {1, . . . , n− 1} \ I
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and suppose that
r = max I < n− 1.

Taking into account the fact that r < n−1, we denote auxiliary functions
Ii, Qi (i = 1, . . . , n) and none-zero constants βi (i = 1, . . . , n), supposing
that

Ii(t) =





t∫

Ai

pi(τ) dτ for i ∈ I,

t∫

Ai

pi(τ)Ii+1(τ) dτ for i ∈ I,

t∫

An

pn(τ)qr+1(τ) dτ for i = n,

βi =





1− Λiσi+1, for i ∈ I,

βi+1Λi, for i ∈ I,

1−
n∏

k=1

σk for i = n,

Qi(t) =





αiβiIi(t) for i ∈ I ∪ {n},
αiβiIi(t)
Ii+1(t)

for i ∈ I,

where limits of integration Ai ∈ {ω, a} (i ∈ {1, . . . , n − 1}), An ∈ {ω, b}
(b ∈ [a, ω[) are chosen in such a way that the corresponding integral Ii

tends either to zero, or to ∞ as t ↑ ω,

qr+1(t) = θ1

(
µ1|I1(t)|

1
β1

)
|Qr(t)|

r∏
k=1

σk×

×
r−1∏

k=1

∣∣∣Qk(t)θk+1

(
µk+1|Ik+1(t)|

1
βk+1

)∣∣∣
k∏

i=1
σi

.

In addition, we introduce the numbers

A∗i =

{
1, if Ai = a,

−1, if Ai = ω
(i = 1, . . . , n− 1),

A∗n =

{
1, if An = b,

−1, if An = ω.

(1.8)

These numbers enable us to define the signs of the functions Ii (i =
1, . . . , n − 1) on the interval ]a, ω[ and the sign of the function In on the
interval ]b, ω[ .

We will define that the function ϕk (k ∈ {1, . . . , n}) satisfies the condition
S, if for any continuously differentiable function l : ∆(Y 0

k ) → ]0, +∞[ with
the property

lim
z→Y 0

k

z∈∆(Y 0
k )

z l′(z)
l(z)

= 0,
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the function θk admits the asymptotic representation

θk(zl(z)) = θ(z)[1 + o(1)] as z → Y 0
k (z ∈ ∆(Y 0

k )). (1.9)

For instance, the S-condition is, obviously, satisfied by the functions ϕk

of the type

ϕk(yk) = |yk|σk | ln yk|γ1 , ϕk(yk) = |yk|σk | ln yk|γ1 | ln | ln yk||γ2 ,

where γ1, γ2 6= 0. The S-condition is also satisfied by the functions ϕk

which include the functions θk that have the eventual limit as yk → Y 0
k .

The S-condition is also satisfied by many other functions.

Remark 1.2. If ϕk (k ∈ {1, . . . , n}) satisfies the S-condition and yk :
[t0, ω[→ ∆(Y 0

k ) is a continuously differentiable function with the property

lim
t↑ω

yk(t) = Y 0
k ,

y′k(t)
yk(t)

=
ξ′(t)
ξ(t)

[r + o(1)] as t ↑ ω,

where r is a non-zero real constant, ξ is a continuously differentiable in some
left neighborhood of ω real function with ξ′(t) 6= 0, then

θk(yk(t)) = θk (µk|ξ(t)|r) [1 + o(1)] as t ↑ ω,

since in this case

yk(t) = z(t)l(z(t)), where z(t) = µk|ξ(t)|r,
and

lim
z→Y0
z∈∆Y0

z l′(z)
l(z)

= lim
t↑ω

z(t) l′(z(t))
l(z(t))

=

= lim
t↑ω

z(t)
(

yk(t)
z(t)

)′
(

yk(t)
z(t)

)
z′(t)

= lim
t↑ω

[
ξ(t)y′k(t)

rξ′(t)yk(t)
− 1

]
= 0.

2. Main Results

Theorem 2.1. Let Λi ∈ R (i = 1, n− 1) include those equal to zero, m =
max{i ∈ I : Λi = 0} and r = max I < n−1. Let also the functions ϕk (k =
1, r) satisfy the S-condition. Then for the existence of Pω(Λ1, . . . , Λn−1)-
solutions of (1.1) it is necessary and, if the algebraic equation

( n∏

j=1

σj − 1− λ
) n−1∏

j=m+1

(Mj + λ) =

=
( n∏

j=1

σj

)( r∑

k=m

k∏

j=m+1

(Mj + λ)
n−1∏

s=k+2

Ms

)
λ, ∗ (2.1)

∗ Here and in what follows, we assume that
l∏

j=s
= 1,

l∑
j=s

= 0 if l < s.
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where

Mj =
( n−1∏

i=j

Λi

)−1

(j = m + 1, n− 1),

have no roots with a zero real part, it is also sufficient that

lim
t↑ω

Ii(t)I ′i+1(t)
I ′i(t)Ii+1(t)

= Λi
βi+1

βi
(i = 1, n− 1) (2.2)

and for each i ∈ {1, . . . , n} the following conditions be satisfied:

A∗i βi > 0 if Y 0
i = ±∞, A∗i βi < 0 if Y 0

i = 0, (2.3)

sign [αiA
∗
i βi] = µi. (2.4)

Moreover, the components of each solution of that type admit asymptotic
representation when t ↑ ω,

yi(t)
ϕi+1(yi+1(t))

= Qi(t)[1 + o(1)] (i = 1, n− 1), (2.5)

yn(t)

[ϕr+1(yr+1(t))]
r∏

i=1
σi

= Qn(t)[1 + o(1)], (2.6)

and there exists the whole k-parametric family of these solutions if there are
k positive roots among the solutions of the following algebraic equation:

γi =





βiA
∗
i if i ∈ I \ {m + 1, . . . , n− 1},

βiA
∗
i A

∗
i+1 if i ∈ I \ {m + 1, . . . , n− 1},

A∗n
( n−1∏

j=1

σj − 1
)
Reλ0

i−m if i ∈ {m + 1, . . . , n},
(2.7)

where λ0
j (j = 1, n−m) are the roots of the algebraic equation (2.1) (along

with multiple).

Remark 2.1. The algebraic equation (2.1) has, obviously, no roots with
zero real part, if

( r+1∑

k=m+1

n−1∏

j=k

|Λj |
) n∏

k=1

|σk| <
∣∣∣1−

n∏

j=1

σj

∣∣∣.

Proof of Theorem 2.1. Necessity. Let yi : [t0, ω[→ ∆(Y 0
i ) (i = 1, n) be an

arbitrary Pω(Λ1, . . . , Λn−1)-solution of (1.1). Then by virtue of (1.1), we
obtain

y′i(t)
ϕi+1(yi+1(t))

= αipi(t) (i = 1, n) as t ∈ [t0, ω[ . (2.8)
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When i ∈ I, integrating (2.8) over the interval from Bi to t, where
Bi = ω, if Ai = ω, or Bi = t0, if Ai = a, we get

t∫

Bi

y′i(τ)
ϕi+1(yi+1(τ))

dτ = αiIi(t)[1 + o(1)] as t ↑ ω. (2.9)

In virtue of de L’Hospital’s rule in the form of Stoltz, we get

lim
t↑ω

yi(t)
ϕi+1(yi+1(t))

t∫
Bi

y′i(τ)

ϕi+1(yi+1(τ)) dτ

= lim
t↑ω

y′i(t)
ϕi+1(yi+1(t))

− yi(t)ϕ
′
i+1(yi+1(t))y

′
i+1(t)

ϕ2
i+1(yi+1(t))

y′i(t)
ϕi+1(yi+1(t))

=

= 1− lim
t↑ω

yi+1(t)ϕ′i+1(yi+1(t))
ϕi+1(yi+1(t))

lim
t↑ω

yi(t)y′i+1(t)
y′i(t)yi+1(t)

= 1− Λiσi+1 = βi 6= 0.

Therefore, in view of (2.9), we have

yi(t)
ϕi+1(yi+1(t))

= αiβiIi(t)[1 + o(1)] as t ↑ ω. (2.10)

Consequently, when i ∈ I, the asymptotic representation (2.5) is valid and,
in virtue of (2.8) and (2.10),

y′i(t)
yi(t)

=
I ′i(t)

βiIi(t)
[1 + o(1)] as t ↑ ω. (2.11)

Further, taking into account that r = max I < n − 1, we consider the
relations (2.8) consistently starting with the maximum i ∈ I, that is lower
than r, since i ∈ I \ {r + 1, . . . , n − 1}. We consider these relations taking
into account that the relations (2.11) are valid for bigger values of i ≤ r.
Multiplying (2.8) by Ii+1(t) and integrating over the interval from Bi to t,
where Bi are chosen in the above way, we get

t∫

Bi

y′i(τ)Ii+1(τ)
ϕi+1(yi+1(τ))

dτ = αiIi(t)[1 + o(1)] as t ↑ ω. (2.12)

In virtue of de L’Hospital’s rule in the form of Stoltz, using (2.11) and the
definition of Pω(Λ1, . . . , Λn−1)- solution, we obtain

lim
t↑ω

yi(t)Ii+1(t)
ϕi+1(yi+1(t))

t∫
Ai

y′i(τ)Ii+1(τ)

ϕi+1(yi+1(τ)) dτ

=

= lim
t↑ω

y′i(t)Ii+1(t)
ϕi+1(yi+1(t))

+ yi(t)I
′
i+1(t)

ϕi+1(yi+1(t))
− yi(t)Ii+1(t)ϕ

′
i+1(yi+1(t))y

′
i+1(t)

ϕ2
i+1(yi+1(t))

y′i(t)Ii+1(t)

ϕi+1(yi+1(t))

=

= 1 + lim
t↑ω

yi(t)I ′i+1(t)
y′i(t)Ii+1(t)

− lim
t↑ω

yi+1(t)ϕ′i+1(yi+1(t))
ϕi+1(yi+1(t))

lim
t↑ω

yi(t)y′i+1(t)
y′i(t)yi+1(t)

=
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= 1− Λiσi+1 + βi+1 lim
t↑ω

yi(t)y′i+1(t)
y′i(t)yi+1(t)

=

= βi+1 lim
t↑ω

[
yi(t)y′i+1(t)
y′i(t)yi+1(t)

]
= βi+1Λi = βi.

Hence, with regard for (2.12), we get

yi(t)
ϕi(yi+1(t))

=
αiβiIi(t)
Ii+1(t)

[1 + o(1)] as t ↑ ω. (2.13)

Therefore, with regard for (2.8), the asymptotic formula (2.11) is valid.
Consequently, the asymptotic representations (2.5) and (2.11) are admitted
for all i ∈ I \ {r + 1, . . . , n− 1}.

Taking into account that ϕi satisfy the S-condition for all i ∈ {1, . . . , r}
and asymptotic representations (2.11) are valid, in virtue of Remark 1.2, we
get

ϕi(yi(t)) = |yi(t)|σiθi

(
µi|Ii(t)|

1
βi

)
[1 + o(1)] (i = 1, r) as t ↑ ω.

According to these representations and the asymptotic representations (2.5)
for i = 1, r, we have

ϕ1(y1(t)) = |y1(t)|σ1θ1

(
µ1|I1(t)|

1
β1

)
[1 + o(1)] =

= θ1

(
µ1|I1(t)|

1
β1

) ∣∣∣|y2(t)|σ2Q1(t)θ2

(
µ2|I2(t)|

1
β2

)∣∣∣
σ1

[1 + o(1)] =

= θ1

(
µ1|I1(t)|

1
β1

) ∣∣∣Q1(t)θ2

(
µ2|I2(t)|

1
β2

)∣∣∣
σ1 ×

×
∣∣∣|y3(t)|σ3Q2(t)θ3

(
µ3|I3(t)|

1
β3

)∣∣∣
σ1σ2

[1 + o(1)] = · · · =

= qr+1(t) [ϕr+1(yr+1(t))]
r∏

i=1
σi

[1 + o(1)] as t ↑ ω.

From this and the last formula in (2.8), we conclude that

y′n(t)

[ϕr+1(yr+1(t))]
r∏

k=1
σk

= αnpn(t)qr+1(t)[1 + o(1)] as t ↑ ω. (2.14)

Integrating (2.14) over the interval from Bn to t, where Bn = ω, if An = ω,
and Bn = t0, if An = b, we obtain

t∫

Bn

y′n(τ)

[ϕr+1(yr+1(τ))]
r∏

k=1
σk

dτ = αnIn(t)[1 + o(1)] as t ↑ ω.

Using de L’Hospital’s rule, with regard for (1.2), (1.5) and the conditions
1− Λjσj+1 = 0 as j = r + 1, n− 1, we get
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lim
t↑ω

yn(t)

[ϕr+1(yr+1(t))]

r∏
k=1

σk

t∫
Bn

y′n(τ)

[ϕr+1(yr+1(τ))]

r∏
k=1

σk

dτ

=

= lim
t↑ω

y′n(t)

[ϕr+1(yr+1(t))]

r∏
k=1

σk

[
1−

( r∏
k=1

σk

)
yr+1(t)ϕ

′
r+1(yr+1(t))

ϕr+1(yr+1(t))

y′r+1(t)yn(t)

yr+1(t)y′n(t)

]

y′n(t)

[ϕn(yn(t))]

n−1∏
k=1

σk

=

= 1−
( r+1∏

j=1

σj

)
lim
t↑ω

y′r+1(t)yr+2(t)
yr+1(t)y′r+2(t)

· · · y
′
n−1(t)yn(t)

yn−1(t)y′n(t)
=

= 1−

r+1∏
j=1

σj

Λr+1 . . . Λn−1
= 1−

n∏

j=1

σj = βn.

The previous asymptotic representation yields

yn(t)

[ϕr+1(yr+1(t))]
r∏

k=1
σk

= αnβnIn(t)[1 + o(1)] as t ↑ ω.

Hence, the representation (2.6) is valid and, in virtue of (2.14), (2.11), it
takes place when i = n.

Taking into account that the asymptotic representation (2.11) is valid
for i = n, by the same reasoning (multiplying (2.8) by Ii+1(t) and further
integrating over the interval from Bi to t), we conclude that the asymptotic
representations (2.5) and (2.11) are valid for all i = r + 1, n− 1 starting with
i = r + 1, n− 1. The relations (2.11) are valid for i = 1, n and the solution
under consideration satisfies the last limiting condition from the definition
of Pω(Λ1, . . . , Λn−1)-solution. Consequently, for all i ∈ {1, . . . , n − 1}, the
conditions (2.2) are valid. Moreover, from (2.11) it follows that

|yi(t)| = |Ii(t)|
1

βi
+o(1) (i = 1, n) as t ↑ ω.

On the basis of the above fact, from the condition lim
t↑ω

yi(t) = Y 0
i in the def-

inition of the Pω(Λ1, . . . , Λn−1)-solution and from the definition of numbers
A∗i , there follow the sign conditions (2.3).

The validity of the sign conditions (2.4) follows immediately from (2.5),
(2.6), if we consider the signs of the functions yi and Ii (i = 1, n) over the
interval [t0, ω[ .

Sufficiency. Assume that the conditions (2.2)–(2.4) are satisfied and the
algebraic equation (2.1) has no roots with zero real part. We will prove that
the system (1.1) has at least one Pω(Λ1, . . . , Λn−1)- solution that admits
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the asymptotic representation (2.5), (2.6) as t ↑ ω. We will also study the
question about the quantity of such solutions.

First, consider the system of the following relations:





yi

ϕi+1(yi+1)
= Qi(t)(1 + vi) (i = 1, n− 1),

yn

[ϕr+1(yr+1)]
r∏

k=1
σk

= Qn(t)(1 + vn).
(2.15)

We will establish that this system on the sets D = [t0, ω[×Rn
1
2
, where t0 ∈

[a, ω[ and Rn
1
2

= {x ≡ (xi, . . . , xn) ∈ Rn : |xk| ≤ 1/2 (k = 1, n)}, defines

uniquely continuously differential functions yi = Yi(t, v) (i = 1, n) of the
type

Yi(t, v) = µi|Ii(t)|
1

βi
[1+zi(t,v)] (i = 1, n), (2.16)

where zi (i = 1, n) are the following functions

|zi(t, v)| ≤ 1
2

as (t, v) ∈ D

and

lim
t↑ω

zi(t, v) = 0 uniformly over v ∈ Rn
1
2
.

Setting in (2.15)

yi = µi|Ii(t)|
1

βi
(1+zi) (i = 1, n), (2.17)

and taking into account (1.3), we obtain the following system of relations:





|Ii(t)|
1

βi
(1+zi)

|Ii+1(t)|
σi+1
βi+1

(1+zi+1)
=

= µiQi(t)θi+1

(
µi+1|Ii+1(t)|

1
βi+1

(1+zi+1)
)

(1+vi) (i=1, n−1),

|In(t)| 1
βn

(1+zn)

|Ir+1(t)|
r+1∏
k=1

σk

βr+1
(1+zr+1)

=

= µnQn(t)
[
θr+1

(
µr+1|Ir+1(t)|

1
βr+1

(1+zr)
)] r∏

k=1
σk

(1+vn),

With regard to sign conditions (2.3), (2.4), the system is defined for all
|vi| ≤ 1

2 , |zi| ≤ 1
2 (i = 1, n) and t from some left neighborhood of ω.
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Hence, taking the logarithm, we get




1
βi

(1 + zi) ln |Ii(t)| − σi+1

βi+1
(1 + zi+1) ln |Ii+1(t)| =

= ln |Qi(t)|+ ln θi+1

(
µi+1|Ii+1(t)|

1
βi+1

(1+zi+1)
)

+ ln |1 + vi|
(i = 1, n− 1),

1
βn

(1 + zn) ln |In(t)| −

r+1∏
k=1

σk

βr+1
(1 + zr+1) ln |Ir+1(t)| =

= ln |Qn(t)|+
( r∏

k=1

σk

)
ln θr+1

(
µr+1|Ir+1(t)|

1
βr+1

(1+zr+1)
)

+

+ ln |1 + vn|.
Therefore





1 + zi − βiσi+1

βi+1

ln |Ii+1(t)|
ln |Ii(t)| (1 + zi+1) =

=
βi ln |Qi(t)|

ln |Ii(t)| +
βi ln θi+1

(
µi+1|Ii+1(t)|

1
βi+1

(1+zi+1)
)

ln |Ii(t)| +

+
βi ln |1 + vi|

ln |Ii(t)| (i = 1, n− 1),

1 + zn −
βn

r+1∏
k=1

σk

βr+1

ln |Ir+1(t)|
ln |In(t)| (1 + zr+1) =

=
βn ln |Qn(t)|

ln |In(t)| +

+
βn

( r∏
k=1

σk

)
ln θr+1

(
µr+1|Ir+1(t)|

1
βr+1

(1+zr+1)
)

ln |In(t)| +

+
βn ln |1 + vn|

ln |In(t)| .

Solving partly this system (as a system of nonhomogeneous linear equa-
tions with variables 1 + zi (i = 1, n)), we obtain

zi = ai(t) + bi(t, v) + Zi(t, z) (i = 1, n), (2.18)

where the functions ai, bi, Zi (i = 1, n) are defined by the following recurrent
relations:

ar+1(t) = −1 +

[
1−

( r+1∏

k=1

σk

)βn ln |Ir+1(t)|
βr+1 ln |In(t)|

n−1∏

k=r

σk+1βk ln |Ik+1(t)|
βk+1 ln |Ik(t)|

]−1

×
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×
n∑

k=r+1

βk ln |Qk(t)|
ln |Ik(t)|

k−1∏

j=r+1

βjσj+1 ln |Ij+1(t)|
βj+1 ln |Ij(t)| ,

br+1(t, v) =

[
1−

( r+1∏

k=1

σk

)βn ln |Ir+1(t)|
βr+1 ln |In(t)|

n−1∏

k=r

σk+1βk ln |Ik+1(t)|
βk+1 ln |Ik(t)|

]−1

×

×
n∑

k=r+1

βk ln |1 + vk|
ln |Ik(t)|

k−1∏

j=r+1

βjσj+1 ln |Ij+1(t)|
βj+1 ln |Ij(t)| ,

Zr+1(t, z) =

[
1−

( r+1∏

k=1

σk

)βn ln |Ir+1(t)|
βr+1 ln |In(t)|

n−1∏

k=r

σk+1βk ln |Ik+1(t)|
βk+1 ln |Ik(t)|

]−1

×

×



n−1∑

k=r+1

βk ln θk+1

(
µk+1|Ik+1(t)|

1
βk+1

(1+zk+1)
)

ln |Ik(t)|
k−1∏

j=r+1

βjσj+1 ln |Ij+1(t)|
βj+1 ln |Ij(t)| +

+
βn

( r∏
k=1

σk

)
ln θr+1

(
µr+1|Ir+1(t)|

1
βr+1

(1+zr+1)
)

ln |In(t)| ×

×
n−1∏

j=r+1

βjσj+1 ln |Ij+1(t)|
βj+1 ln |Ij(t)|


 ,

an(t) = −1 +
βn

r+1∏
k=1

σk

βr+1

ln |Ir+1(t)|
ln |In(t)| [1 + ar+1(t)] +

βn ln |Qn(t)|
ln |In(t)| ,

bn(t, v) =
βn

r+1∏
k=1

σk

βr+1

ln |Ir+1(t)|
ln |In(t)| br+1(t, v) +

βn ln |1 + vn|
ln |In(t)| ,

Zn(t, z) =
βn

r+1∏
k=1

σk

βr+1

ln |Ir+1(t)|
ln |In(t)| Zr+1(t, z)+

+
βn

( r∏
k=1

σk

)
ln θr+1

(
µr+1|Ir+1(t)|

1
βr+1

(1+zr+1)
)

ln |In(t)| ,

ai(t) = −1 +
βiσi+1

βi+1

ln |Ii+1(t)|
ln |Ii(t)| [1 + ai+1(t)] +

βi ln |Qi(t)|
ln |Ii(t)|

if i ∈ {1, . . . , n− 1} \ {r + 1},

bi(t, v) =
βiσi+1

βi+1

ln |Ii+1(t)|
ln |Ii(t)| bi+1(t, v) +

βi ln |1 + vi|
ln |Ii(t)|

if i ∈ {1, . . . , n− 1} \ {r + 1},
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Zi(t, z) =
βiσi+1

βi+1

ln |Ii+1(t)|
ln |Ii(t)| Zi+1(t, z)+

+
βi ln θi+1

(
µi+1|Ii+1(t)|

1
βi+1

(1+zi+1)
)

ln |Ii(t)|
as i ∈ {1, . . . , n− 1} \ {r + 1}.

Here lim
t↑ω

Ii(t) (i = 1, n) is equal either to zero, or to ±∞. Moreover, by

de L’Hospital’s rule, (2.2), (1.4) and by the above-introduced notation βi

(i = 1, n), we get

lim
t↑ω

βi ln |Ii+1(t)|
βi+1 ln |Ii(t)| = lim

t↑ω
βiIi(t)I ′i+1(t)

βi+1I ′i(t)Ii+1(t)
= Λi (i = 1, n− 1),

lim
t↑ω

βn ln |Ir+1(t)|
βr+1 ln |In(t)| = lim

t↑ω
βnI ′r+1(t)In(t)

βr+1Ir+1(t)I ′n(t)
= (Λr+1 · · ·Λn−1)

−1 =
n∏

k=r+2

σk,

lim
t↑ω

βi ln |Qi(t)|
ln |Ii(t)| =





βi = 1− Λiσi+1 if i ∈ I,

βn = 1−
n∏

k=1

σk if i = n,

lim
t↑ω

βi ln |Qi(t)|
ln |Ii(t)| = βi lim

t↑ω

(
1− Ii(t)I ′i+1(t)

I ′i(t)Ii+1(t)

)
= βi(1− βi+1

βi
Λi) = 0 if i ∈ I,

lim
t↑ω

ln θi

(
µi|Ii(t)|

1
βi

(1+zi)
)

ln |Ii(t)| =
1
βi

(1 + zi) lim
t↑ω

ln θi

(
µi|Ii(t)|

1
βi

(1+zi)
)

ln |µi|Ii(t)||
1

βi
(1+zi)

=

=
1
βi

(1 + zi) lim
y→Y 0

i

ln θi(y)
ln |y| =

=
1
βi

(1 + zi) lim
y→Y 0

i

yθ′i(y)
θi(y)

= 0 uniformly over |zi| ≤ 1
2

.

From these limiting relations, starting with i = r + 1, and further for
i = r, r − 1, . . . , 1 and i = r + 2, . . . , n, we obtain

lim
t↑ω

ai(t) = 0 (i = 1, n), (2.19)

lim
t↑ω

bi(t, v) = 0 (i = 1, n) uniformly over v ∈ Rn
1
2

, (2.20)

lim
t↑ω

Zi(t, z) = 0 (i = 1, n) uniformly over dz ∈ Rn
1
2

. (2.21)
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Moreover, for each i ∈ {1, . . . , n}

1
ln |Ii(t)|

∂
[
ln θi

(
µi|Ii(t)|

1
βi

(1+zi)
)]

∂zi
=

=
1
βi

µi|Ii(t)|
1

βi
(1+zi)θ′i

(
µi|Ii(t)|

1
βi

(1+zi)
)

θi

(
µi|Ii(t)|

1
βi

(1+zi)
)

and, therefore, this relation because of (1.4), tends to zero as t ↑ ω uniformly
over |zi| ≤ 1

2 . Taking this fact into account, starting with i = r + 1 (by the
same method), we obtain

lim
t↑ω

∂Zi(t, z)
∂zk

= 0 (i, k = 1, n) uniformly over z ∈ Rn
1
2

. (2.22)

By conditions (2.19)–(2.22), there exists a number t0 ∈ [a, ω[ such that
the following inequalities are valid:

∣∣ai(t) + bi(t, v) + Zi(t, z)
∣∣ ≤ 1

2n
(i = 1, n) (2.23)

as (t, v, z) ∈ [t0, ω[×Rn
1
2
× Rn

1
2

and Lipschitz conditions are valid

∣∣Zi(t, z1)− Zi(t, z2)
∣∣ ≤ 1

n + 1

n∑

k=1

|z1
k − z2

k| (i = 1, n) (2.24)

as (t, z1), (t, z2) ∈ [t0, ω[×Rn
1
2
.

Choosing the number t0 by this method, let B denote the Banach space
of vector-functions z = (zi)n

i=1; each its component, zi (i ∈ {1, . . . , n}), is
defined, continuous and bounded on the set D = [t0, ω[×Rn

1
2
, with the norm

‖z‖ = sup
{ n∑

i=1

|zi(t, v)| : (t, v) ∈ D (i = 1, n)
}

.

Let us select from this space the subspace B0 of the functions from B with
the property ‖z‖ ≤ 1

2 , and consider its elements, arbitrarily choosing the
number ν ∈ (0, 1) and the operator Φ = (Φi)n

i=1, defined by the relations

Φi(z)(t, v) = zi(t, v)−

−ν [zi(t, v)− ai(t)− bi(t, v)− Zi(t, z1(t, v), . . . zn(t, v))] (i = 1, n), (2.25)

For each z ∈ B0, by the conditions (2.23) we get

|Φi(z)(t, v)| ≤ (1− ν)|zi(t, v)|+ ν

2n
(i = 1, n) as (t, v) ∈ D.
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Therefore, if (t, v) ∈ D,

n∑

i=1

|Φi(z)(t, v)| ≤ (1− ν)
n∑

i=1

|zi(t, v)|+ 1
2
ν ≤

≤ (1− ν)‖z‖+
1
2

ν ≤ (1− ν)
1
2

+ ν
1
2

=
1
2

.

This yields that ‖Φ(z)‖ ≤ 1
2 , i.e., Φ(B0) ⊂ B0.

Suppose z, z̃ ∈ B0. Then, from (2.24), if (t, v) ∈ D,
∣∣Φi(z)(t, v)− Φi(z̃)(t, v)

∣∣ ≤ (1− ν)|zi(t, v)− z̃i(t, v)|+
+ ν

∣∣∣Zi(t, z1(t, v), . . . , zn(t, v)− Zi(t, z̃1(t, v), . . . , z̃n(t, v)
∣∣∣ ≤

≤ (1− ν)|zi(t, vi)− z̃i(t, vi)|+ ν

n + 1

n∑

k=1

|zk(t, v)− z̃k(t, v)| (i = 1, n).

Thus, if (t, v) ∈ D (i = 1, n),

n∑

i=1

|Φi(z)(t, vi)− Φi(z̃)(t, vi)| ≤

≤
(

1− ν

n + 1

) n∑

i=1

|zi(t, v)− z̃i(t, v)| ≤
(

1− ν

n + 1

)
‖z − z̃‖,

consequently,

‖Φ(z)− Φ(z̃)‖ ≤
(

1− ν

n + 1

)
‖z − z̃‖.

Thus, the operator Φ maps the space B0 into itself and is a contraction op-
erator on this space. Then, according to the contraction mapping principle,
there exists a unique vector-function z ∈ B0 such that z = Φ(z). By (2.25),
this vector-function with continuous components zi : D → R (i = 1, n) is
the only solution of the system (2.18) that satisfies the conditions ‖z‖ ≤ 1

2 .
From (2.18) together with the above condition, and from (2.19)–(2.21) it
follows that the components zi(t, v) (i = 1, n) of this solution tend to zero
when t ↑ ω uniformly over v ∈ Rn

1
2
. Continuous differentiability of these

components on some set [t1, ω[×Rn
1
2
, where t1 ∈ [t0, ω[, follows immediately

from the well-known local theorem about the existence of implicit functions
defined by the system of relations. According to the transformation (2.17),
the obtained vector-function z = (zi)n

i=1 corresponds to the continuously
differentiable vector-function (Yi)n

i=1 : [t1, ω[×Rn
1
2

with components of the
type (2.16). This vector-function is a solution of the system (2.15). More-
over, according to (2.16) and the sign conditions (2.3), (2.4),

lim
t↑ω

Yi(t, v) = Y 0
i uniformly over v ∈ Rn

1
2

(i = 1, n). (2.26)



On the Asymptotics of Solutions of Nonlinear Cyclic Systems . . . 17

Moreover, from (2.15) it follows




(Yi(t, v))′t
Yi(t, v)

=
O′i(t)
Qi(t)

+
Yi+1(t, v)ϕ′i+1(Yi+1(t, v))

ϕi+1(Yi+1(t, v))
(Yi+1(t, v))′t
Yi+1(t, v)

(i = 1, n− 1),
(Yn(t, v))′t
Yn(t, v)

=
O′

n(t)
Qn(t)

+

+
( r∏

k=1

σk

)Yr+1(t, v)ϕ′r+1(Yr+1(t, v))
ϕr+1(Yr+1(t, v))

(Yr+1(t, v))′t
Yr+1(t, v)

.

(2.27)

Here by virtue of (2.26) and (1.2),

lim
t↑ω

Yi(t, vi)ϕ′i (Yi(t, vi))
ϕi (Yi(t, vi))

= σi (i = 1, n) uniformly over v ∈ Rn
1
2
, (2.28)

and according to the form of the functions Qi (i = 1, n),

Q′i(t)
Qi(t)

=





I ′i(t)
Ii(t)

as i ∈ I ∪ {n},

I ′i(t)
Ii(t)

− I ′i+1(t)
Ii+1(t)

as i ∈ I.

(2.29)

First, from (2.27) we obtain

(Yr+1(t, v))′t
Yr+1(t, v)

=
[
1−

( r∏

k=1

σk

) n∏

k=r+1

Yk(t, v)ϕ′k (Yk(t, v))
ϕk (Yk(t, v))

]−1

×

×
( n∑

k=r+1

Q′k(t)
Qk(t)

k−1∏

j=r+1

Yj+1(t, v)ϕ′j+1 (Yj+1(t, v))
ϕj (Yj(t, v))

)
.

Hence, according to (2.28), (2.29) and (2.2), we get

lim
t↑ω

Ir+1(t) (Yr+1(t, v))′t
I ′r+1(t)Yr+1(t, v)

=
1
β r+1

uniformly over v ∈ Rn
1
2
.

Further, by virtue of this limiting condition, from (2.27), consistently, start-
ing from i = n to i = r + 2, and then, starting from i = r to i = 1, we get,
(using (2.28), (2.29), (2.2))

lim
t↑ω

Ii(t) (Yi(t, v))′t
I ′i(t)Yi(t, v)

=
1
β i

uniformly over v ∈ Rn
1
2
. (2.30).

Applying now to the system of differential equations (1.1) the transfor-
mation

yi(t) = Yi(t, vi(t)) (i = 1, n) (2.31)
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and taking into consideration that the vector-function (Yi(t, v(t)))n
i=1 with

t ∈ [t1, ω[ and v(t) ∈ Rn
1
2

is a solution of the system





yi(t)
ϕi+1(yi+1(t))

= Qi(t)[1 + vi(t)] (i = 1, n− 1),

yn(t)

[ϕr+1(yr+1(t))]
r∏

k=1
σk

= Qn(t)[1 + vn(t)],
(2.32)

we obtain the system of differential equations of the type




v′i =
I ′i(t)

βiIi(t)
− Q′

i(t)
Qi(t)

(1 + vi)−

− I ′i+1(t)
βi+1Ii+1(t)

· 1 + vi

1 + vi+1
Hi+1(t, v) (i = 1, n− 2),

v′n−1 =
I ′n−1(t)

βn−1In−1(t)
− Q′

n−1(t)
Qn−1(t)

(1 + vn−1)−

−1 + vn−1

1 + vn
Hn(t, v)

H(t, v)
Qn(t)

,

v′n =
H(t, v)
Qn(t)

− Q′
n(t)

Qn(t)
(1 + vn)−

−
( r∏

k=1

σk

) 1 + vn

1 + vr+1
Hr+1(t, v)

I ′r+1(t)
βr+1Ir+1(t)

,

(2.33)

where

Hi(t, v) =
Yi(t, v)ϕ′i(Yi(t, v))

ϕi(Yi(t, v))
(i = 1, n),

H(t, v1) =
αnpn(t)ϕ1(Y1(t, v))

[ϕr+1(Yr+1(t, v))]
r∏

k=1
σk

.

Since the conditions (2.28), (2.30) are valid and the functions ϕi (i =
1, . . . , r) satisfy the S - condition, by virtue of Remark (2.2), we obtain

Hi(t, v) = σi + Ri(t, v) (i = 1, n),

H(t, v) = αnpn(t)qr+1(t)
r∏

k=1

|1 + vk|
∏k

j=1 σj [1 + R(t, v)],

where

lim
t↑ω

Ri(t, v) = 0 uniformly over v ∈ Rn
1
2

(i = 1, n),

lim
t↑ω

R(t, v) = 0 uniformly over v ∈ Rn
1
2
.
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By virtue of these representations and the conditions (2.2), the system
(2.33) can be rewritten in the form





v′i = hi(t) [fi(t, v)− vi + Λiσi+1vi+1 + Vi(v)] (i = 1, n− 2),

v′n−1 =hn−1(t)

[
fn−1(t, v)−

r∑

k=1

a0kvk−vn−1+vn+Vn−1(v)

]
,

v′n = hn(t)

[
fn(t, v) +

r∑

k=1

a0kvk + a0nvr+1 − vn + Vn(v)

]
,

(2.34)

where

hi(t) =
I ′i(t)

βiIi(t)
(i = 1, n),

a0k =
k∏

j=1

σj (k = 1, n),

lim
t↑ω

fi(t, v) = 0 uniformly over v ∈ Rn
1
2

(i = 1, n),

Vi(v) = −Λiσi+1

[
1 + vi

1 + vi+1
− 1− vi + vi+1

]
(i = 1, n− 2),

Vn−1(v) = −
[

1 + vn−1

1 + vn

r∏

k=1

|1 + vk|a0k − 1−
r∑

k=1

a0kvk − vn−1 + vn

]
,

Vn(v) =
r∏

k=1

|1 + vk|a0k − a0n
1 + vn

1 + vr+1
− 1 + a0n−

−
r∑

k=1

a0kvk − aonvr+1 + a0nvn.

Here

lim
|v1|+···+|vn|→0

∂Vi(v)
∂vk

= 0 (i, k = 1, n),

and, taking into consideration that lim
t↑ω

Ii(t) (i = 1, n) is equal either to zero,

or to ±∞, the following conditions are satisfied:

ω∫

t1

hi(t) dt = ±∞ (i = 1, n).
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Since m = max{i ∈ I : Λi = 0} < n − 1 and the conditions (2.2) are
valid, when i = m + 1, n− 1, we have

hi(t) = hn(t)
hi(t)
hn(t)

= hn(t)
βnIn(t)I ′i(t)
βiIi(t)I ′n(t)

=

= hn(t)
βi+1I

′
i(t)Ii+1(t)

βiIi(t)I ′i+1(t)
βi+2I

′
i+1(t)Ii+2(t)

βi+1Ii+1(t)I ′i+2(t)
· · · βnI ′n−1(t)In(t)

βn−1In−1(t)I ′n(t)
=

=
hn(t)[1 + o(1)]
ΛiΛi+1 . . . Λn−1

as t ↑ ω.

Therefore, the system (2.34) can be rewritten in the form





v′i = hi(t)
[
fi(t, v)− vi + Λiσi+1vi+1 + Vi(v)

]
(i = 1,m− 1),

v′m = hm(t)
[
fm(t, v)− vm

]
,

v′i = hn(t)
[
f̃i(t, v)− vi

Λi · · ·Λn−1
+

+
σi+1

Λi+1 · · ·Λn−1
vi+1 +

Vi(v)
Λi · · ·Λn−1

]
(i = m + 1, n− 2),

v′n−1 = hn(t)
[
fn−1(t, v)− σn

r∑

k=1

a0kvk − σnvn−1+

+σnvn + σnVn−1(v)
]
,

v′n = hn(t)

[
fn(t, v) +

r∑

k=1

a0kvk + a0nvr+1 − vn + Vn(v)

]
,

(2.35)

where the functions f i (i = m + 1, n− 1) have the same properties as the
functions fi (i = m + 1, n− 1) in the system (2.34).

The important peculiarity of the system is that the coefficient at vm+1

is equal to zero.
Suppose that Bm+1 is a constant matrix of order (n − m) × (n − m).

This matrix consists of the coefficients at vm+1, . . . , vn in the last standing
in brakets n−m equations of the system (2.35). Its characteristic equation
is det[Bm+1 − λEn−m] = 0, where En−m is the unit matrix of order (n −
m) × (n − m) and is represented by (2.1). Taking into consideration the
conditions of the theorem, it is evident that this equation has no roots
with zero real part. Therefore, using the proof of Theorem 2.1 in [8], we
conclude that there exists a nonsingular constant matrix Dm+1 of order
(n−m)× (n−m) and there exists a nonsingular continuously differentiable
and bounded (together with its inverse matrix) on the interval [t0, ω[ matrix
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Lm+1(t) such that

L−1
m+1(t)D

−1
m+1Bm+1Dm+1Lm+1(t)− 1

hn(t)
L−1(t)L′(t) = Cm+1,

where Cm+1 is the upper triangular matrix of the form

Cm+1 =




Re λ0
1 cm+1m+2 . . . cm+1n−1 cm+1n

0 Re λ0
2 . . . cm+2n−1 cm+2n

...
...

. . .
...

...

0 0 . . . Re λ0
n−m−1 cn−1n

0 0 . . . 0 Re λ0
n−m




,

where λ0
i (i = 1, n−m) are all roots (with multipliciting) of the algebraic

equation (2.1), all cik (k = i + 1, n) as i ∈ {m + 1, . . . , n} are equal to zero,
except for a single one that equals 1.

In virtue of this fact, by means of the transformation



v1

...
vn


 =

(
Em O1

O2 Dm+1Lm+1(t)

) 


w1

...
wn


 , (2.36)

where O1, O2 are zero-matrices of orders m × (n − m) and (n − m) ×
m (respectively), Em is the unit matrix of order m × m, the system of
differential equations (2.35) takes the form




w′i =hi(t) [f1i(t, w)−wi+Λiσi+1wi+1+f2i(w)] (i=1,m−1),

w′m = hm(t)[f1m(t, w)− wm],

w′i = hn(t)
[
f1i(t, w) +

m∑

k=1

cik(t)wk +
(
Re λ0

i−m

)
wi+

+
n∑

k=i+1

cikwk + f2i(t, w)
]

(i = m + 1, n− 1),

w′n=hn(t)
[
f1n(t, w)+

m∑

k=1

cnk(t)wk+
(
Re λ0

n−m

)
wn+f2n(t, w)

]
,

(2.37)

where the functions cik (i = m + 1, n, k ∈ {1, . . . , m}) are continuous and
bounded on the interval [t1, ω[ , the functions f1i : [t1, ω[×Rn

δ → R (i =
1, n), f2i : Rn

δ → R (i = 1,m− 1), the functions f2i : [t1, ω[×Rn
δ → R

(i = m + 1, n) are continuous, where Rk
δ = {(x1, . . . , xk) ∈ Rk : |xj | ≤ δ},
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δ > 0 is sufficiently small and satisfy the conditions

lim
t↑ω

f1i(t, w) = 0 (i = 1,m) uniformly over w ∈ Rn
δ ,

lim
|w1|+···+|wi+1|→0

f2i(w)
|w1‘ + · · ·+ |wn| = 0 (i = 1,m− 1),

lim
|w1|+···+|wn|→0

f2i(t, w)
|w1|+ · · ·+ |wn| = 0 (i = m + 1, n)

uniformly over t ∈ [t1, ω[ .

Since the functions cik (i = m + 1, n, k ∈ {1, . . . ,m}) are bounded on
the interval [t1, ω[ , there exists a number ε > 0 such that the constants B0

i

(i = m + 1, n), defined (starting with i = n) by the recurrent relations

B0
n =

ε

|Reλ0
n−m|

m∑

k=1

c0
nk,

B0
i =

1
|Re λ0

i−m|
(

ε

m∑

k=1

c0
ik +

n∑

i+1

|cik|B0
k

)
(i = m + 1, n− 1),

where
c0
ik = lim sup

t↑ω
|cik(t)| (i = m + 1, n, k ∈ {1, . . . , m}),

satisfy the inequalities B0
i < 1 (i = m + 1, n).

With this choice of the constant ε > 0, the system (2.37) by means of
the transformation

wi = εzi (i = 1,m), wi = zi (i = m + 1, n) (2.38)

is reduced to a system of differential equations that satisfies all the condi-
tions of Theorem 1.2 in [7]. According to this theorem, this system has at
least one solution (zi)n

i=1 : [t2, ω[Rn (t2 ∈ [t1, ω[), which tends to zero when
t ↑ ω. Moreover, there exists the whole k-parametric family of solutions,
if there are k positive numbers among the numbers (2.7). In virtue of the
transformations (2.38), (2.36) and (2.31), each of these solutions corresponds
to the solution of the system (1.1), satisfying (as t ↑ ω) the asymptotic rep-
resentations (2.5), (2.6). Furthermore, taking into consideration the form
of functions (2.31) and conditions (2.2)–(2.4), it is easy to see that all these
solutions are the Pω(Λ1, . . . , Λn−1)-solutions of the system (1.1). Thus the
theorem is proved. ¤

Consider now the conditions that give an opportunity to rewrite the
asymptotic representations (2.5), (2.6) in an explicit form.

Theorem 2.2. Let Λi ∈ R (i = 1, n− 1) include those equal zero,
m = max{i ∈ I : Λi = 0} and r = max I < n−1. Moreover, let all the func-
tions ϕk (k = 1, n) satisfy the S-condition. Then each Pω(Λ1, . . . , Λn−1)-
solution (in case it exists) of the system (1.1) admits for t ↑ ω asymptotic
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representations

yr+1(t) = µr+1

n−1∏

k=r+1

∣∣∣qk(t)θk+1

(
µk+1|Ik+1(t)|

1
βk+1

)∣∣∣

k∏
j=r+2

σj

1−
n∏

j=1
σj ×

×
∣∣∣∣∣∣
Qn(t)

[
θr+1

(
µr+1|Ir+1(t)|

1
βr+1

)] r∏
j=1

σj

∣∣∣∣∣∣

n∏
j=r+2

σj

1−
n∏

j=1
σj

[1 + o(1)],

yi(t) = µi

r∏

k=i

∣∣∣Qk(t)θk+1

(
µk+1|Ik+1(t)|

1
βk+1

)∣∣∣
k∏

j=i+1
σj

×

×|yr+1(t)|
r+1∏

j=i+1
σj

[1 + o(1)] (i = 1, r), (2.39)

yi(t) = µi

n−1∏

k=i

∣∣∣Qk(t)θk+1

(
µk+1|Ik+1(t)|

1
βk+1

)∣∣∣
k∏

j=i+1
σj

×

×
∣∣∣∣∣∣
Qn(t)

[
θr+1

(
µr+1|Ir+1(t)|

1
βr+1

)] r∏
j=1

σj

∣∣∣∣∣∣

n∏
j=i+1

σj

×

× |yr+1(t)|
r+1∏
j=1

σj

n∏
j=i+1

σj

[1 + o(1)] (i = r + 2, n).

Proof. In Theorem 2.1, it is proved, that for the existence of
Pω(Λ1, . . . , Λn−1)-solutions in (1.1), it is necessary that the conditions (2.2)–
(2.4) valid, and each solution of that type admit for t ↑ ω the asymptotic
representations (2.5), (2.6). Moreover, the asymptotic representation (2.11)
for these solutions was obtained. Since all functions ϕi (i = 1, n) satisfy the
S-condition, in virtue of (2.11) and Remark 1.2, we get

θi(yi(t)) = θi

(
µi |Ii(t)|

1
βi

)
[1 + o(1)] (i = 1, n) as t ↑ ω.

That is why the asymptotic representations (2.5), (2.6) can be rewritten in
the form

yi(t)
|yi+1(t)|σi+1 =

= Qi(t)θi+1

(
µi+1 |Ii+1(t)|

1
βi+1

)
[1 + o(1)] (i = 1, n− 1) as t ↑ ω,
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yn(t)

|yr+1(t)|
r+1∏
j=1

σj

=

= Qn(t)
[
θr+1

(
µr+1|Ir+1(t)|

1
βr+1

)] r∏
j=1

σj

[1 + o(1)] as t ↑ ω.

Hence, consistently, starting with i = n, we obtain the asymptotic repre-
sentations (2.39). The theorem is proved. ¤

3. Conclusions

In this paper, for cyclic system (1.1) with regularly varying non-linearities,
the class of the so-called Pω(Λ1, . . . , Λn−1)-solutions is introduced and the
question of the existence of such solutions in special case (when Λi ∈ R
(i = 1, n− 1) include zeroes) is discovered. Peculiarity of this case demands
both the validity of the additional S -condition for all nonlinearities of the
system, except one, and the assumption that Λn−1 ∈ I. As a result, the
necessary and sufficient conditions for the existence of Pω(Λ1, . . . , Λn−1)-
solutions for (1.1) are obtained. Implicit asymptotic formulas for compo-
nents of these solutions (when t ↑ ω (ω ≤ +∞)) are established. Explicit
asymptotic formulas for components of these solutions are established, pro-
vided all nonlinearities satisfy the S-condition.

The results may be used, for instance, to establish the asymptotics of
solutions for sufficiently nonlinear differential equations of the type

y′′ = p(t)ϕ1(y)ϕ2(y′) and y(n) = p(t)ϕ(y),

where p : [a, ω[→ R \ {0} is a continuous function and ϕ,ϕ1 : ∆(Y 0
0 ) →

]0, +∞[ , ϕ2 : ∆(Y 0
1 ) → ]0, +∞[ , ∆(Y 0

i ) is a one-sided neighborhood, Y 0
i are

continuously differentiable and regularly varying functions of certain orders
(when y → Y 0

0 and y′ → Y 0
1 ).
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