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Abstract. Zaremba’s problem is studied in weighted Smirnov classes of
harmonic functions in domains bounded by arbitrary simple smooth curves
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îâäæñéâ. äŽîâéĲŽï ïŽïŽäôãîë ŽéëùŽêŽ öâïûŽãèæèæŽ ßŽîéëêæñè òñêóùæ-
ŽåŽ ïéæîêëãæï ûëêæŽê çèŽïâĲöæ àèñãæ ûæîâĲæå öâéëïŽäôãîñè ŽîââĲöæ áŽ
Žàîâåãâ äëàæâîå ñĲŽê-ñĲŽê àèñã ïŽäôãîæŽê ŽîââĲöæ. áŽáàâêæèæŽ ŽéëýïêŽ-
áëĲæï ìæîëĲâĲæ áŽ ŽàâĲñèæŽ ŽéëêŽýïêâĲæ çãŽáîŽðñîâĲöæ.
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Boundary value problems for harmonic functions of two variables are
well-studied under various assumptions regarding the unknown functions
and the domains in which they are considered. In particular, problems are
studied for harmonic functions of the class ep(D) being real parts of analytic
in a simlpy connected domain D functions of the Smirnov class Ep(D) (for
their definition see, e.g., [1, Ch. IX–X], or [2]). In these classes the Dirich-
let, Neumann and Riemann–Hilbert problems are investigeted in domains
with piecewise-smooth boundaries (see, e.g., [3]–[7]). The boundary value
problems are considered in some analogous classes, as well ([7]–[9]).

Of special interest is the investigation of a mixed boundary value problem
of Smirnov type, when values of unknown functions are prescribed on a
part L1 of the boundary L of the domain D, while the values of its normal
derivative are given on the supplementary part L2 = L \ L1.

S. Zaremba was the first who studied this problem ([10]) and hence in
literature it frequently is called Zaremba’s problem (see, e.g., [11]).

In [12] we have introduced the weighted Smirnov classes of harmonic func-
tions e(L1p(ρ1), L′2q(ρ2)) and investigated Zaremba’s problem in the above-
mentioned classes when D is a bounded domain with Lyapunov boundary L,
and ρ1 and ρ2 are power functions. The same problem has been considered
in [13] for some domains with piecewise-Lyapunov boundaries. However,
we did not succeed in covering the case of domains with smooth boundaries
because when reducing, by means of a conformal mapping, the problem to
the case of a circle, we obtain a problem in the class e(L1p(ω1), L′2q(ω2)),
where ω1 and ω2 are not power functions, and hence the emerged Smirnov
classes need further investigation.

In the present work we show that the method of investigation of Zarem-
ba’s problem suggested by us in [12] and [13] allows us to obtain a picture
of solvability of the problem in domains with arbitrary smooth boundaries
and also in some domains with piecewise-smooth boundaries. Towards this
end, we use properties of the conformal mapping of a unit circle onto the
domain with a piecewise-smooth boundary and of its derivative (see, e.g.,
[14] and [5, Ch. III]). On the basis of these properties we manage to show
that the functions of the class e(Γ1p(ω1), Γ′2q(ω2)) for p > 1, q > 1, are rep-
resentable by the Poisson integral. We also succeed in extending to the case
of the emerged nonpower weights ω1 and ω2 some needed for investigation
properties of the Smirnov class stated in [12] for power weights. Next, using
Stein’s interpolation theorem on weight functions ([15]) for singular inte-
grals with Cauchy kernel, we reveal such properties of the functions ω1 and
ω2 which allow us to solve the characteristic Cauchy singular integral equa-
tion in the weighted Lebesgue classes with the weight ω2, rather important
for investigation of Zaremba’s problem.

10. Definitions, Notation and Some Auxiliary Statements

Let D be a simply connected domain with Jordan smooth oriented bound-
ary L. Let Lk = [Ak, Bk], k = 1, n, be arcs lying separately on L (the points
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A1, B1, A2, B2, . . . , AmBm lie separately on L following each other in the
positive direction), and let [A′k, B′

k] be the arcs lying on Lk. Assume

L1 =
m⋃

k=1

Lk, L̃ =
m⋃

k=1

(
[Ak, A′k] ∪ [B′

k, Bk]
)
, L2 = L \ L1. (1)

Let z = z(w) be a conformal mapping of the circle ∪ = {w : |w| < 1}
onto the domain D, and w = w(z) be the inverse mapping. Assume

Γ1 = w(L1), Γ̃ = w(L̃), Γ2 = w(L2), γ = {w : |w| = 1}, (2)

Θ(E) =
{
ϑ : 0 ≤ ϑ ≤ 2π, eiϑ ∈ E, E ⊂ γ

}
,

Γj(r) =
{
w : w = reiϑ, ϑ ∈ Θ(Γj)

}
, j = 1, 2, Lj(r) = z(Γj(r)).

Let C1, C2, . . . , C2m be the points A1, A2, . . . , Am, B1, B2, . . . , Bm taken
arbitrarily, and D1, D2, . . . , Dn be points on L \ L̃, different from Ck. Note
that the points D1, D2, . . . , Dn1 lie on L1 and the points Dn1+1, . . . , Dn lie
on L2.

Let p and q be numbers from the interval (1,∞), and we assume that

ρ1(z) =
n1∏

k=1

(z −Dk)αk , −1
p

< αk <
1
p′

, p′ =
p

p− 1
, (3)

ρ2(z) =
m1∏

k=1

(z − Ck)νk

2m∏

k=m1+1

(z − Ck)λk

n∏

k=n1+1

(z −Dk)βk , (4)

−1
q

< νk ≤ 0, 0 ≤ λk <
1
q′

, −1
q

< βk <
1
q′

, q′ =
q

q − 1
.

Definition 1 ([12]). Let r1(z), r2(z) be analytic functions given in D.
We say that the function u(z), z = x + iy, harmonic in the domain D,
belongs to the class e(L1p(r1), L′2q(r2)), if

sup
r

[ ∫

L1(r)

∣∣u(z)r1(z)
∣∣p |dz|+

∫

L2(r)

(∣∣∣∂u

∂x

∣∣∣
q

+
∂u

∂y

∣∣∣
q)
|r2(z)|q |dz|

]
< ∞. (5)

Assume e(L1p, L
′
2q(r2)) ≡ e(L1p(1), L′2q(r2)). If L = L1 = γ = γ1, then

the class e(γ1p(1)) coincides with the class of harmonic functions hp. For
p > 1, the functions of that class are representable by the Poisson integral
(see, e.g., [1, Ch. IX]).

Definition 2. Let E be a finite union of closed intervals lying on the
real straight line. By A(E) we denote the set of functions f(t) absolutely
continuous on E, that is, the functions f for which for an arbitrary ε > 0
there is a number τ > 0 such that if ∪(αk, βk) is an arbitrary finite union
of nonintersecting intervals from E such that

∑
(βk − αk) < δ, then the

inequality
∑ |f(βk)− f(αk)| < ε is fulfilled.

If f(z) is a function defined on the subset E of the curve L and z = z(s)
is the equation of the curve L with respect to the arc coordinate, then we
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say that f(z) is absolutely continuous on E and write f ∈ A(E), if the
function f(z(s)) is absolutely continuous on the set {s : z(s) ∈ E}.

Statement 1 ([12, Lemma 9]). If f(t) ∈ A(L2 ∪ L̃), then the function
f(z(τ)), where z(τ) is the restriction on γ of the conformal mapping of
∪ onto D, belongs to A(Γ2 ∪ Γ̃), and vice versa, if ϕ ∈ A(Γ2 ∪ Γ̃), then
ϕ(w(t)) ∈ A(L2 ∪ L̃).

Statement 2 ([12, Lemma 8]). If U(z) = U(x, y) belongs to the class
e(L1p(ρ1), L′2q(ρ2)), then the function u(w) = U(z(w)) = U(x(ξ, η), y(ξ, η))
belongs to the class e

(
Γ1p(ρ1(z(w)) p

√
z′(w)), Γ′2q(ρ2(z(w)) q

√
z′(w))

)
.

Thus by means of substitution z = z(w), where z = z(w) is the conformal
mapping of ∪ onto D, the function U(z) of the class e(L1p(ρ1), L′2q(ρ2))
transforms into the function u(w) of the class e(Γ1p(ω1), Γ′2q(ω2)), where

ω1(w) = ρ1(z(w)) p
√

z′(w), (6)

ω2(w) = ρ2(z(w)) q
√

z′(w). (7)

20. Formulation of a Mixed Problem and Its Reduction to
a Problem in the Circle

Consider the following mixed problem (Zaremba’s problem in Smirnov
class of harmonic functions): Find a function U(z) satisfying the conditions





∆U = 0, U ∈ e(L1p(ρ1), L′2q(ρ2)), p > 1, q > 1,

U+
∣∣
L1\L̃ = F, F ∈ Lp(L1 \ L̃, ρ1), U+ ∈ A(L2 ∪ L̃),

U+
∣∣
L̃

= Ψ, Ψ′ ∈ Lq(L̃, ρ2),
(∂U

∂n

)+
∣∣∣∣
L2

= G, G ∈ Lq(L2, ρ2).
(8)

Relying on Statements 1 and 2, the following theorem is valid.

Theorem 1. Let ρ1, ρ2, ω1, ω2 be the functions given by the equalities
(3)–(4) and (6)–(7).

If U = U(z) is a solution of the problem (8) and

f(τ) = F (z(τ)), ψ(τ) = Ψ(z(τ)), g(τ) = G(z(τ)), (9)

then the function u(w) = U(z(w)) is a solution of the problem




∆u = 0, u ∈ e(Γ1p(ω1), Γ′2q(ω2)),
u+

∣∣
Γ1\Γ̃ = f, f ∈ Lp(Γ1 \ Γ̃, ω1), u+ ∈ A(Γ2 ∪ Γ̃),

u+
∣∣
Γ̃

= ψ, ψ′ ∈ Lq(L̃, ρ2),
(∂u

∂u

)+
∣∣∣∣
Γ2

= g, g ∈ Lq(Γ2; ω2).
(10)

Conversely, if u = u(w) is a solution of the problem (10), then U(z) =
u(w(z)) is a solution of the problem (8).
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30. The Weight Properties of the Functions ω1 and ω2

By W p(Γ) we denote the set of all functions r(t) given on the set Γ which
is a finite union of simple rectifiable curves for which the operator

T : f → Tf, (Tf)(t) =
r(t)
πi

∫

Γ

1
r(ζ)

f(ζ)
ζ − t

dζ, t ∈ Γ,

is bounded in Lp(Γ). Assume that W p = W p(γ). Obviously, if Γ is a finite
union of nonintersecting closed arcs on Γ and r ∈ W p, then the restriction
on Γ of the functions r (i.e., χΓ(t)r(t)) belongs to W p(Γ).

We will need the following results.

Statement 3 (see, e.g., [5, p. 104]). If G(t) is a continuous on γ function
such that [ind G]γ = 1

2π [arg G(t)]γ = 0, then the function

r(τ) = exp
{

1
2πi

∫

γ

ln G(ζ)
ζ − τ

dζ

}
, τ ∈ γ, (11)

belongs to the set
⋂

δ>1

W δ.

Corollary 1. For any real number a we have

ra(τ) ∈
⋂

δ>1

W δ. (12)

Corollary 2. If µ is a real continuous on γ function, then

exp
{

1
2π

∫

γ

µ(ζ)
ζ − τ

dζ

}
= r(τ) ∈

⋂

δ>1

W δ. (13)

Statement 4. If the domain D is bounded by a simple closed smooth
curve L and z(w) is a conformal mapping of U onto D, then:

(a) z′(τ) ∈ ⋂
δ>1

W δ, and [z′(w)]±1 ∈ ⋂
δ>1

Hδ, where Hδ is the class of

Hardy;
(b) if c ∈ γ, then z(w)− z(c) = (w − c)zc(w), [zc(w)]±1 ∈ ⋂

δ>1

Hδ and

z(τ)− z(c) = (τ − c)zc(τ), where zc(τ) ∈
⋂

δ>1

W δ. (14)

Statements (a) and (b) are particular cases of theorems stated in [14]
(see also [5, Ch. III]). In particular, Statement (a) can be found in [5,
Ch. III, Theorem 1.1, Corollary 1], and Statement (b) is also therein, Ch. III,
Theorem 3.1. In this connection, as it follows from the proofs, both z′(τ)
and zc(τ) are representable by equalities of the type (11) (see, respectively,
[5, p. 139, the equality (1.14) and p. 154, the equalities (3.16) and (3.18)]).
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By virtue of Corollaries 1 and 2 of Statement 3, for any a ∈ R we have

[z′(τ)]a, [zc(τ)]a, z0(τ) =
n∏

k=1

[zck
(τ)]a ∈

⋂

δ>1

W δ, (15)

ck ∈ γ, cj 6= ck, j 6= k.

Consequently, we also have

[ p
√

z′(τ)]a, [ q
√

z′(τ)]a ∈
⋂

δ>1

W δ. (16)

Theorem 2. If the functions ρ1 and ρ2 are given by the equalities (3)
and (4), then the functions ω1 and ω2 defined by the equalities (6) and (7)
belong, respectively, to W p and W q.

Proof. We have

ρ1(z(τ)) =
n∏

k=1

(
z(τ)− z(dk)

)αk ,

where dk = w(Dk), − 1
p < αk < 1

p′ . From the equalities (14) it follows that

ρ1(z(τ)) =
n1∏

k=1

(τ − dk)αk

n1∏

k=1

zdk
(τ) = r1(τ)r2(τ).

By means of the above assumptions regarding αk, we can find numbers
a, b ∈ (0, 1) such that

r
1

(1−a)(1−b)
1 =

[ n1∏

k=1

(z − dk)αk

] 1
(1−a)(1−b)

∈ W p.

Moreover, by virtue of (15) we have r
1

a(1−b)
2 ∈ ⋂

δ>1

W δ.

Here we use the following Stein’s theorem ([15]).
Let M be a linear operator acting from one space of measurable functions

to the other,

1 ≤ l1, l2, s1, s2 ≤ ∞, l−1 = (1− a)l−1
1 + al−1

2 ,

s−1 = (1− a)s−1
1 + as−1

2 , 0 ≤ a ≤ 1,∥∥(Mf)ki

∥∥
si
≤ Ci‖fui‖li .

Then
‖(Mf)k‖s ≤ C‖fu‖l,

where
k = k1−a

1 ka
2 , u = u1−a

1 ua
2 , C = C1−a

1 Ca
2 .

Assuming in this theorem

k1(τ)=u1(τ) =
[ n1∏

k=1

(τ−dk)αk

] 1
(1−a)(1−b)

, k2(τ)=u2(τ)=
n1∏

k=1

[zdk
(τ)]

1
a(1−b) ,

s1 = s2 = s = p > 1,
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we find that the function

r1−a
1 ra

2 =
[ n1∏

k=1

(τ − dk)αk

n1∏

k=1

zdk

] 1
1−b (

= ρ
1

1−b

1 (z(τ))
)

belongs to W p.
Further, taking in the above theorem

k1(τ) = u1(τ) = ρ
1

1−b

1 (z(τ)), k2(τ) = u2(τ) =
(

p
√

z′
) 1

b , s1 = s2 = s = p,

we find that
([

ρ1(z(τ))
] 1

1−b

)1−b([
p
√

z′
] 1

b

)b

= ρ1(z(τ)) p
√

z′(τ) = ω1(τ) ∈ W p.

Taking into account that − 1
q < βk < 1

q′ , − 1
q < νk ≤ 0, 0 ≤ λk < 1

q′ , we
analogously see that ω2(τ) ∈ W q. ¤

40. One Property of Functions of the Class e(Γ1p(ω1),Γ′2q(ω2))
for p > 1, q > 1

Theorem 3. If u ∈ e(Γ1p,Γ′2q(ω2)), where p > 1, q > 1, then:

(i) if p < q, then u ∈ hp;
(ii) if p > q, then u ∈ hq1 for any q1 ∈ [0, q];
(iii) if p = q, then u ∈ hp1 for any p1 ∈ (0, p).

Proof. (i) Let

I(r) =

2π∫

0

∣∣u(reiϑ)
∣∣p dϑ.

We have

I(r) =
∫

Θ(Γ1)

∣∣u(reiϑ)
∣∣p dϑ +

∫

Θ(Γ2)

∣∣u(reiϑ)
∣∣p dϑ ≤

≤ sup
r

∫

Θ(Γ1)

∣∣u(reiϑ)
∣∣p dϑ +

∫

Θ(Γ2)

∣∣∣∣
r∫

0

∂u

∂r
dr − u(0)

∣∣∣∣
p

dϑ ≤

≤ M1 + 2p

( ∫

Θ(Γ2)

∣∣∣∣
r∫

0

∂u

∂r
dr

∣∣∣∣
p

dϑ + |u(0)|p 2π

)
=

= M2 + 2p

∫

Θ(Γ2)

( r∫

0

∣∣∣∂u

∂r

∣∣∣ dr

)p

dϑ =

= M2 + 2pI1(r). (17)
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Since
∣∣∂u

∂r

∣∣ ≤
∣∣∂u
∂x

∣∣ +
∣∣∂u

∂y

∣∣, we have

I1(r) =
∫

Θ(Γ2)

∣∣∣∣
r∫

0

∣∣∣∂u

∂r

∣∣∣ dr

∣∣∣∣
p

dϑ ≤
∫

Θ(Γ2)

[ r∫

0

∣∣∣(∂u

∂x

∣∣∣ +
∣∣∣∂u

∂y

∣∣∣
)

dr

]p

dϑ =

=
∫

Θ(Γ2)

[ r∫

0

(∣∣∣∂u

∂x

∣∣∣ +
∣∣∣∂u

∂y

∣∣∣
)
|ω2| 1

|ω2| dr

]p

dϑ ≤

≤
∫

Θ(Γ2)

[( r∫

0

(∣∣∣∂u

∂x

∣∣∣ +
∣∣∣∂u

∂y

∣∣∣
)q

|ω2|q dr

) p
q
( r∫

0

dr

|ω2|q′
) p

q′
]

dϑ ≤

≤ (2q)
p
q

∫

Θ(Γ2)

( r∫

0

(∣∣∣∂u

∂x

∣∣∣
q

+
∣∣∣∂u

∂y

∣∣∣
q)
|ω2|q dr

) p
q
( r∫

0

dr

|ω2|q′
) p

q′
dϑ =

= 2p

∫

Θ(Γ2)

( r∫

0

(∣∣∣∂u

∂x

∣∣∣
q

+
∣∣∣∂u

∂y

∣∣∣
q)
|ω2|q dr

) p
q

(J(ϑ))
p
q′ dϑ, (18)

where we have put

J(ϑ) =

r∫

0

dr

|ω2(reiϑ)|q′ .

Estimate the value sup
Θ(Γ2)

J(ϑ). We have

1
|ω2(reiϑ)|q′ ≤

M3

2m∏
k=m1+1

|reiϑ − ck|λkq′
∏

βk>0

|reiϑ − dk|βkq′ |z0(reiϑ)|q′

(for definition of z0, see (15)).
Assume that α = sup

k
(λkq′, βkq′). By virtue of the inequalities (7), we

have 0 ≤ α < 1. Since |reiϑ − ck| ≥ 1 − r, |reiϑ − dk| ≥ 1 − r, Θ(Γ2) =⋃m
k=1(βk, αk+1) with αm+1 = α1, and on every interval (βk, αk+1) there are

no more than three points from the set ∪{zk} = ∪{ck}∪∪{dk}, then dividing
the corresponding intervals into three or two parts, we will represent Θ(Γ2)
as the union of no more than 6m intervals, and on every interval

1
|ω2(reiϑ)|q′ ≤

M4

(1− r)α|z0(reiϑ)|q′ , M4 = max
k 6=j

3
|zk − zj | .

Thus

sup
Θ(Γ2)

J(ϑ) ≤ (6m)M4 sup
Θ(Γ2)

r∫

0

dr

(1− r)α|z0(reiϑ)|q′ =
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= M5 sup
Θ(Γ2)

r∫

0

dr

(1− r)α|z0(reiϑ)|q′ . (19)

Applying in the last integral Hölder’s inequality with exponent 1+α
2α , we

obtain

(J(ϑ))
p
q′ ≤ M6

( r∫

0

dr

(1− r)
1+α

2

) p
q′

2α
1+α

( r∫

0

dr

|z0(reiϑ)|q′ 1+α
1−α

) p
q′

1−α
1+α

≤

≤ M7

( r∫

0

dr

|z0(reiϑ)|q′ 1+α
1−α

) p
q′

1−α
1+α

. (20)

Show that the integral

J1(ϑ) =
( r∫

0

dr

|z0(reiϑ)|q′ 1+α
1−α

) p
q′

1−α
1+α

is a function integrable in any degree on γ and hence on Θ(Γ2).
Towards this end, we note that if p

q′
1−α
1+α ≤ 1, then

J1(ϑ) ≤ 1 +

r∫

0

dr

|z0(reiϑ)|q′ 1+α
1−α

.

If, however, p
q′

1−α
1+α > 1, then using Hölder’s inequality with the above

exponent, we have

J1(ϑ) ≤
r∫

0

dr

|z0(reiϑ)|p .

From the above estimates we can see that J1(ϑ) ∈ ⋂
δ>1

Lδ([0, 2π]) if we

prove that for arbitrary δ > 1 the function
r∫
0

dr
|z0(reiϑ)|µ is integrable in the

δ-th degree for any µ.
We have
2π∫

0

( r∫

0

dr

|z0(reiϑ)|µ
)δ

dϑ ≤
2π∫

0

r∫

0

dr

|z0(reiϑ)|µδ
dϑ ≤

≤
1∫

0

2π∫

0

dϑ

|z0(reiϑ)|µδ
dr = M8 < ∞.

This inequality is valid since 1
z0
∈ ⋂

δ>1

Hδ (see Statement 4). Thus we have

proved that J(ϑ) ∈ ⋂
δ>1

Lδ[0, 2π].



Zaremba’s Boundary Value Problem 83

Applying now to the right-hand side of (18) Hölder’s inequality with
exponent q

p > 1, we obtain

I1(r) ≤ 2p

∫

Θ(Γ2)

[ r∫

0

(∣∣∣∂u

∂x

∣∣∣
q

+
∣∣∣∂u

∂y

∣∣∣
q)
|ω2|q dr

]
dϑ

( ∫

Θ(Γ2)

|J(ϑ)| p
q′

q
q−p

) q−p
q

.

But u ∈ e(Γ1p,Γ′2q(ω2)), whence it follows that sup
r

I1(r) < ∞, and from

(17) we can conclude that sup
r

I(r) < ∞ and hence u ∈ hp.

(ii) It can be easily verified that if p1 < p2, then u ∈ e(Γ1p2 , Γ
′
2q(ω2)) ⊂

u ∈ e(Γ1p1 ,Γ
′
2q(ω2)). Therefore if p > q > q1 and u ∈ e(Γ1p,Γ′2q(ω2)), then

u ∈ e(Γ1q1 , Γ
′
2q(ω2)) and u ∈ hq1 .

(iii) If u ∈ e(Γ1p,Γ′2p(ω2)), then for any 1 < p1 < p, we have u ∈
e(Γ1p1 , Γ

′
2q(ω2)), and hence u ∈ hp1 . ¤

Let now u ∈ e(Γ1p(ω1),Γ′2q(ω2)), p > 1, q > 1. Since 1
ω1

∈ Hp′+ε,
ε > 0, there exists η > 0 such that u ∈ e(L1+η, L′2q(ω2)), and therefore
sup

r

∫
Θ(Γ1)

|u(reiϑ)|1+η dϑ < ∞. Assuming 1 + η < q, by Theorem 3 we

can conclude that u ∈ h1+η. As far as the functions of the class h1+η are
representable by the Poisson integral, we state the following

Theorem 4. If u ∈ e(Γ1p(ω1),Γ′2q(ω2)), p > 1, q > 1, then u is likewise
representable by the Poisson integral.

50. Reduction of the Problem (10) to a Singular Integral
Equation

If w(Ak) = ak, w(Bk) = bk, w(A′k) = a′k, w(B′
k) = b′k, we have

Γ1 = w(L1) =
m⋃

k=1

(ak, bk), Γ̃ =
⋃

[ak, a′k] ∪ [b′k, bk], Γ2 = γ \ Γ1.

Following the way of investigation of the problem (10) carried out in
Section 30 of [12], we can state that if u is a solution of the problem (10)
and u+(eiϑ) is its boundary function, then the function ∂u+

∂ϑ is a solution of
the integral equation

1
2π

∫

Θ(Γ2)

∂u+

∂ϑ
ctg

ϑ− ϕ

2
dϑ = µ(ϕ), eiϕ ∈ Γ2, (21)

where

µ(ϕ) = −g(ϕ)− 1
2π

∫

Θ(Γ1\Γ̃)

f(ϑ)
dϑ

sin2 ϑ−ϕ
2

− 1
2π

∫

Θ(Γ2)

ψ(ϑ)
dϑ

sin2 ϑ−ϕ
2

+

+
m∑

k=1

[
ψ(a′k) ctg

α′k − ϕ

2
− ψ(b′k) ctg

β′k − ϕ

2

]
− ψ̃(ϕ), (22)
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ψ̃(ϕ) =
1
2π

∫

γ

χ
Γ̃
(ϑ)

∂ψ

∂ϑ
ctg

ϑ− ϕ

2
dϑ. (23)

Here χ
Γ̃

is the characteristic function of the set Γ̃, we write f(ϑ), ψ(ϑ),
g(ϕ) instead of f(eiϑ), ψ(eiϑ), g(eiϕ) and put a′k = eiαk , b′k = eiβ′k .

Let us show that under the adopted assumptions the functions ∂u+

∂ϑ and
µ belong to the class Lq(Γ2;ω2).

We start with the function ∂u+

∂ϑ . Tracing the proof of Lemma 1 in [12],
we establish that the condition u ∈ e(Γ1p(ω1),Γ′2q(ω2)) is equivalent to the
condition

sup
r

[ ∫

Θ(Γ1)

∣∣u(reiϑ)ω1(reiϑ)
∣∣p dϑ+

+
∫

Θ(Γ2)

∣∣∣∣

√(∂u

∂x
(reiϑ)

)2

+
(∂u

∂y
(reiϑ)

)2

ω2(riϑ)
∣∣∣∣
q

dϑ

]
< ∞ (24)

for the functions ω1, ω2, as well (and not only for the power functions). It
is now not difficult to see that the statement below is valid.

Statement 5. If u ∈ e(Γ1p(ω1),Γ′2q(ω2)), p > 1, q > 1, and u+ ∈ A(Γ2)
(in particular, if u is a solution of the problem (10)), then

(
∂u
∂ϑ

)+ and ∂u+

∂ϑ
belong to Lq(Γ2;ω2).

The proof of the above statement is analogous to that of Lemma 5 in [12]
if in the appropriate place we take advantage of the fact that the condition
(5) is equivalent to the condition (24).

For the function µ to belong to Lq(Γ2; ω2), as is seen from the equality
(22), it suffices to show that ψ̃ ∈ Lq(Γ2; ω2). This follows from Theorem 2
since λ(ϑ) = χ

Γ̃
(ϑ) ∂ψ

∂ϑ ∈ Lq(γ, ω2) (because ∂ψ
∂ϑ ∈ Lq(Γ2;ω2)), while the

operator

λ → λ̃, λ̃(ϕ) =
1
π

2π∫

0

λ(ϑ) ctg
ϑ− ϕ

2
dϑ

is bounded in Lq(γ, ω2) if the singular Cauchy operator is bounded in it,
and latter is bounded in Lq(γ, ω2) since ω2 ∈ W q by Theorem 2.

60. The Solution of the Equation (21) in the Space Lq(Γ2; ω2)

Assuming τ = eiϑ, t = eiϕ and taking into account that

dτ

τ − t
=

(1
2

ctg
ϑ− ϕ

2
+

i

2

)
dϑ,
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the equation (21) can be written in the form

1
πi

∫

Γ2

∂u+

∂ϑ

dτ

τ − eiϕ
= iµ(ϕ) + a, a =

1
2π

∫

Γ2

∂u+

∂ϑ
dϑ. (25)

Since u+ is a boundary value of a solution of the problem (10), we see

a =
1
2π

m∑

k=1

(
u(ak+1)− u(bk)

)
=

1
2π

m∑

k=1

[
ψ(ak+1)− ψ(bk)

]
, am+1 = a1.

Thus the function ∂u+

∂ϑ is a solution of the singular integral equation

1
πi

∫

Γ2

∂u+

∂ϑ

dτ

τ − eiϕ
= iµ(ϕ) +

1
2π

m∑

k=1

[
ψ(ak+1)− ψ(bk)

]
(26)

belonging to Lq(Γ2; ω2).
Let Γ be a finite union of arcs [ak, bk] ⊂ γ, ρ be a weight function from

W q and

SΓ : ϕ → SΓϕ, (SΓϕ)(t) =
1
πi

∫

Γ

ϕ(τ)
τ − t

dτ , t ∈ Γ.

Let λ ∈ Lq(Γ; ρ). Consider the singular integral equation

SΓϕ = λ (27)

in the class Lq(Γ; ρ).
This equation has been investigated in different classes of functions by

many authors. In our formulation, when ρ is a power function of definite
type, it is solved in [16] (see also [17, Ch. III, § 7, pp. 103–109]; a history
of the question can be found therein). In connection with investigation
of Zaremba’s problem, in [12] we showed that this result from [17] was
generalized to a general case of power weight functions. We will now show
that the property of solvability of the equation (27) in the classes Lq(Γ; ρ)
for power weights preserves for wider classes of weights, as well.

The points a1a2, . . . , am; b1, b2, . . . , bm taken arbitrarily are denoted be-
low by c1, c2, . . . , c2m. Let

Π1(z) =

√√√√
m1∏

k=1

(z − ck), Π2(z) =

√√√√
2m∏

k=m1+1

(z − ck), R(z) =
Π1(z)
Π2(z)

,

where the branch of the first function is taken arbitrarily and that of the sec-
ond one is selected in such a way that the function R(z) in the neighborhood
of z = ∞ expands in the series zm−m1 + A1z

m−m1−1 + · · · .
Assume

R(τ) =
Π1(τ)
Π2(τ)

, τ ∈ Γ. (28)
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Let

ρ(τ) =
m1∏

k=1

(τ − ck)νk

2m∏

k=m1+1

(τ − ck)λk ,−1
q

< νk ≤ 0, 0 ≤ λk <
1
q′

. (29)

Moreover, we assume that − 1
q < 1

2 + νk < 1
q′ , − 1

q < λk − 1
2 < 1

q′ , i.e.,

−1
q

< νk < min
(
0;

1
q′
− 1

2

)
, max

(
0;

1
2
− 1

q

)
≤ λk <

1
q′

. (30)

Finally, let
ω(τ) = ρ(z(τ))ρ0(τ), (31)

where ρ0 ∈
⋂

δ>1

W δ.

Suppose

UΓϕ = RSΓ
1
R

ϕ. (32)

If ϕ(τ) ≡ q(τ) is an arbitrary polynomial, then q ∈ Lp(Γ;Π−1
1 Πp−1

2 ), and
by Lemma 1 of [17, p. 105] we obtain

(UΓSΓq)(τ) = q(τ), when m1 ≥ m. (33)

However, if m > m1, then

(UΓSΓq)(τ) = q(τ) + R(τ)Qr−1(τ), (34)

where Qr−1(τ) is a polynomial of degree not higher than r − 1, r = m −
m1 − 1.

Since ω(τ) = ρ(z(τ))ρ0(τ), according to Theorem 2 ω ∈ W q. Moreover,
since the conditions (30) are fulfilled, the function ω̃(τ) = R(τ)ω(τ) belongs
to W q. Since the set of polynomials {qn} is dense in Lq(Γ; ω̃) for any
ω̃ ∈ W q, passing in the equalities (33) and (34) to the limit as q = qn →
ϕ ∈ Lq(Γ; ω), we find that

(UΓSΓϕ)=ϕ for m≤m1, and (UΓSϕ)=ϕ+RQr−1 for m>m1. (35)

On the basis of the above equalities, just as in [17, pp. 107–108] (see also
[12, p. 46]) we prove

Theorem 5. Let for the weight ρ given by the equality (29) the conditions
(30) be fulfilled, and ω(τ) = ρ(z(τ)) q

√
z′(τ), where z = z(w) is a conformal

mapping of the circle ∪ onto a simply connected domain bounded by a simple
closed smooth curve L, and let Γ be a finite union of arcs from γ. Then the
equation

SΓϕ = λ

(i) is solvable for m1 ≤ m and all its solutions are given by the equality

ϕ(τ) = (UΓλ)(τ) + RQr−1(τ), (36)

where Qr−1(τ) is an arbitrary polynomial of order r−1, r = m−m1

(Q−1(τ) ≡ 0).
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(ii) for m1 > m, the equality is solvable if and only if
∫

Γ

τkR(τ)λ(τ) dτ = 0, k = 0, l − 1, l = m1 −m, (37)

and if these conditions are fulfilled it is uniquely solvable and the
solution is given by the equality (36), where Qr−1(τ) ≡ 0.

70. The Solution of the Problem (8)

Having at hand Theorem 5, we are able to investigate the equation (21):
find the conditions of its solvability and write out all solutions. By virtue
of the same theorem, solving the equation (26) and hence (21), we can find
the function ∂u+

∂ϑ on Γ2; integrating it, we find u+(τ) on Γ2. There appear
arbitrary constants which (or a part of which) are defined by the conditions
of absolute continuity of u+ on Γ2 ∪ Γ̃ (see (10)). Having found the values
u+ on Γ2, we will have u+ on the entire neighborhood, because it was given
on Γ1 beforehand. By virtue of Theorem 4, all the above-said allows us
to find u(w) by using the Poisson formula with density u+(eiϑ). Having
known u(w), by Theorem 1 we find a solution U(z) = u(w(z)), z ∈ D, of
the problem (8).

Detailed calculations are analogous to those carried out in [12] (Secti-
ons 50–70). Omitting them, we can formulate the final result.

Theorem 6. Let:

(a) the domain D, the curve L, and its parts L1, L̃, L2 be defined ac-
cording to Section 10 and the equalities (1), while the weight func-
tions ρ1(z), ρ2(z) be defined by the conditions (3)–(4);

(b) z = z(w) be a conformal mapping of the unit circle ∪ onto D;
w = w(z) be the inverse mapping; the sets Γ1, Γ̃, Γ2 be defined by
(2) and the functions ω1, ω2 by the equalities (6)–(7);

(c) ak = w(Ak) = eiαk , bk = w(Bk) = eiβk , a′k = w(A′k) = eiα′k ,
b′k = w(B′

k) = eiβ′k , 0 ≤ m1 ≤ 2m, ck = w(Ck), dk = w(Dk);
(d) the function R(τ) be defined by the equality (28).

If the problem (8) is considered in the class e(L1p(ρ1), L′2q(ρ2)), p > 1,
q > 1, the functions f , ψ, g are defined by the equalities (9) and we assume
that for the exponents of the weights the conditions (30) are fulfilled, then:

I. If m1 ≤ m, then for the solvability of the problem (8) it is necessary
and sufficient that the conditions

αk+1∫

βk

Re
[
R(eiα)

πi

∫

Θ(Γ2)

iµ(τ) + a

R(τ)(τ)(τ − eiα)
dτ

]
dα =

= ψ(eiαk+1)− ψ(eiβk), k = 1,m, (38)
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be fulfilled, where

µ(τ) = µ(eiϕ) ≡ µ(ϕ) =

= −g(ϕ) +
1
2π

m∑

k=1

[
ψ(eiαk+1) ctg

αk+1 − ϕ

2
− ψ(eiαk) ctg

βk − ϕ

2

]
−

− 1
2π

∫

Θ(Γ\Γ̃)

f(ϑ)
dϑ

2 sin2 ϑ−ϕ
2

− 1
2π

∫

Θ(Γ̃)

ψ(ϑ)
dϑ

2 sin2 ϑ−ϕ
2

, (39)

a =
1
2π

m∑

k=1

[
ψ(eiαk+1)− ψ(eiβk)

]
, αm+1 = α1. (40)

II. If m1 > m, then for the solvabilty of the problem (8) it is necessary
and sufficient that the conditions (38) and

∫

Γ2

iµ(τ) + a

R(τ)
τk dτ = 0, k = 0, l − 1, l = m1 −m, (41)

be fulfilled.
III. If the above conditions are fulfilled, then a solution of the problem

(8) is given by the equality

U(z) = u∗(w(z)) + u0(w(z)), (42)

where

u∗(w) = u(reiϑ) =
1
2π

∫

Θ(Γ̃)

ψ(ϑ)P (r, ϑ− ϕ) dϑ+

+
1
2π

∫

Θ(Γ1\Γ̃)

f(ϑ)P (r, ϑ− ϕ) dϑ +
1
2π

∫

Θ(Γ2)

WΓ2(ϑ)P (r, ϑ− ϕ) dϑ (43)

in which

P (r, x) =
1− r2

1 + r2 − 2r cos x
,

WΓ2(ϑ) =

ϑ∫

β1

χΘ(Γ2)(α)
[

Re
R(eiα)

πi

∫

Γ2

iµ(τ) + a

R(τ)(τ − eiα)
dτ

]
dα + Bk,

Θ(E) = {ϑ : eiϑ ∈ E}, and χ
E

denotes characteristic function of
the set E,

Bk = ψ(eiαk+1)−
αk+1∫

βi

χΘ(Γ2)(α)Re
[
R(eiα)

πi

∫

Γ2

iµ(τ) + a

R(τ)(τ − eiα)
dτ

]
dα, (44)
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and

u0(reiϑ) =





0, when m1 > m,

1
2π

2π∫

0

W ∗
Γ2

(ϑ)P (r, ϑ− ϕ) dϑ,

W ∗
Γ2

(ϑ)=

ϑ∫

β1

χΘ(Γ2)(α)Re
[
R(eiα)Qr−1(eiα)

]
dα+Ak,

eiϑ ∈ (bk, ak+1),

(45)

Ak = −
αk+1∫

βk

Re
[
R(eiα)Qr−1(eiα)

]
dα, (46)

Qr−1(τ) ≡ 0, and for m1 < m,

Qr−1(eiϑ) =
r−1∑

j=0

(xj + iyj)eijϑ, (47)

where the coefficients xj, yj, j = 0, r − 1, are defined from the sys-
tem




r−1∑

j=0

αk+1∫

βk

[
xjR1(eiϑ) cos jϑ− yjR2(eiϑ) sin jϑ

]
dϑ = 0,

r−1∑

j=0

αk+1∫

βk

[
xjR2(eiϑ) cos jϑ + yjR1(eiϑ) sin jϑ

]
dϑ = 0

(48)

and we put R1(eiϑ) = Re R(eiϑ), R2(eiϑ) = Im R(ϑ).
If the rank of the matrix composed by the coefficients of the system (48)

is equal to ν, then among the numbers x0, x1, . . . , xr−1, y0, y1, . . . , yr−1 there
are 2(m−m1)−ν arbitrary constants, and hence the general solution of the
problem (8) contains 2(m−m1)− ν arbitrary real parameters.

80. On a Mixed Problem in Domains with Piecewise-Smooth
Boundaries

In [13], the problem (8) is investigated in domains with piecewise-Lyapu-
nov boundaries. For curves with arbitrary nonzero angles there is Theorem
1 in [13] which shows relations between the values p, q, αk, βk, νk, λk, and
if they are fulfilled, the statements of type I–III in Theorem 6 of the present
work remain valid. A detailed analysis of cases where the above relations are
realized is given. When investigating the problem we have used the results
obtained by S. Warschawskǐı ([18]) on conformal mappings of a circle on a
domain with piecewise-Lyapunov boundary.
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Consider the case where L is a piecewise-smooth curve. Assume that on
L there are angular points t1, t2, . . . , ts with the values µkπ, 0 < µk ≤ 2,
k = 1, s of the interior angles at these points. In this case, for conformal
mapping we use some results from [14] (see also [5, Ch. III]) according to
which

z′(w) =
s∏

k=1

(w − τk)µk−1z1(w), τk = w(tk),

z(w) =
s∏

k=1

(w − τk)µkz2(w),

where [z1(w)]±1, [z2(w)]±1 belong to
⋂

δ>0

Hδ, while the functions z1(τ), z2(τ)

have the form (11) and hence belong to
⋂

δ>1

W δ.

On the basis of the above-said, taking into account the results of Sections
30 and 40 of the present work and following the reasoning from [13], we can
see that the basic result obtained in [13, Theorem 1] for the problem (8),
when L is a piecewise-smooth curve, remains valid.
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