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## NECESSARY CONDITIONS OF OPTIMALITY FOR NEUTRAL VARIABLE STRUCTURE OPTIMAL PROBLEMS WITH DISCONTINUOUS INITIAL CONDITION


#### Abstract

An optimal control problem for variable structure dynamical systems governed by quasi-linear neutral differential equations with discontinuous initial condition is considered. The discontinuity of the initial condition means that at the initial moment the values of the initial function and the trajectory, generally speaking, do not coincide. Necessary conditions of optimality are obtained: for the optimal control and the initial function in the form of integral maximum principle; for the optimal initial, final and structure changing moments in the form of equalities and inequalities containing discontinuity effects. Besides, a variable structure neutral time-optimal linear problem of economical character is investigated.
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## 1. Introduction

Investigations of variable structure optimal control problems with delay is one of the important directions of the optimal control theory. The delay factor may arise in many practical problems in connection with expenditure of time for signal transmission. Variation of the structure of a system means that the system at some beforehand unknown moment may go over from one law of movement to another. Moreover, after variation of the structure the initial condition of the system depends on its previous state. This joins them into a single system with variable structure. Assume that the change of the system structure has to take place at a priori unknown moments of time. Such problems are important for various practical applications. For example, in economics it is needed to change invested capital at some unknown moments. In engineering a controlled apparatus is to start from another controlled apparatus, which may be cosmic, ground, submarine and etc. Optimal control problems for various classes of variable structure systems are investigated in [1]-[17]. Optimal problems for some classes of neutral differential equations and differential inclusions with discontinuous initial condition are considered in [18]-[22].

This work deals with necessary conditions of optimality for quasi-linear neutral variable structure control systems.

The rest of the paper is organized as follows. In Section 2 all necessary notation and auxiliary assertions are given. Therein necessary conditions of criticality are formulated in the form of Theorem 2.5, on the bases of which the main theorem is proved in Section 5.

In Section 3 the following control problem for neutral variable structure systems with discontinuous initial condition is considered:

$$
\begin{align*}
\dot{x}_{i}(t)= & \sum_{j=1}^{k_{i}} A_{i j}(t) \dot{x}_{i}\left(\eta_{i j}(t)\right)+ \\
& +f_{i}\left(t, x_{i}\left(\tau_{i 1}(t)\right), \ldots, x_{i}\left(\tau_{i s_{i}}(t)\right), u_{i}(t)\right), \quad t \in\left[t_{i}, t_{i+1}\right]  \tag{i}\\
x_{i}(t)= & \varphi_{i}(t), \quad t \in\left[\tau_{i}, t_{i}\right), \quad x_{i}\left(t_{i}\right)=x_{i 0}+g_{i}\left(t_{i}, x_{i-1}\left(t_{i}\right)\right)  \tag{i}\\
& \quad i=\overline{1, m} \quad\left(g_{1}=0\right)
\end{align*}
$$

under the restrictions

$$
q^{p}\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}, x_{m}\left(t_{m+1}\right)\right)=0, \quad p=\overline{1, m}
$$

and the functional

$$
q^{0}\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}, x_{m}\left(t_{m+1}\right)\right) \rightarrow \min
$$

The set of differential equations $\left(1.1_{i}\right), i=\overline{1, m}$, is called a variable structure system. The initial conditions $\left(1.2_{i}\right), i=\overline{1, m}$, are called discontinuous since, generally speaking, $\varphi_{i}\left(t_{i}\right) \neq x_{i}\left(t_{i}\right)$.

Connection among solutions of equations of variable structure system is fulfilled by the conditions

$$
x_{i}\left(t_{i}\right)=x_{i 0}+g_{i}\left(t_{i}, x_{i-1}\left(t_{i}\right)\right), \quad i=\overline{1, m} .
$$

The problem consists in finding an optimal element

$$
\left(\widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}, \widetilde{\varphi}_{1}, \ldots, \widetilde{\varphi}_{m}, \widetilde{u}_{1}, \ldots, \widetilde{u}_{m}\right)
$$

In that section main theorems are also formulated.
In Section 4 an economical problem of optimal distribution of the invested capital and determination of optimal investment periods for various branches of the economy are considered as an application of the results provided in the preceding section. The factor that should be taken into account is that the number of branches may be varying across investment periods. If we take into account the fact that the investment effects become actually appreciable in the course of a long time (delay), as well as the recurrent process factor, then such a process of economic development can be described as a linear neutral variable structure optimal control problem. For the formulated economical problem Theorem 4.1 is established (necessary conditions of optimality), which is a corollary of Theorem 3.3.

In Section 5 Theorem 3.1 is proved by the methods given in [23], [24].

## 2. Notation and Auxiliary Assertions

Let $J=[a, b] \subset R$ be a finite interval and $i \in\{1, \ldots, m\}$; let $R^{n_{i}}$ be the $n_{i}$-dimensional vector space of points $x_{i}=\left(x_{i}^{1}, \ldots, x_{i}^{n_{i}}\right)^{*}$, where $*$ is the sign of transposition; let $O_{i} \subset R^{n_{i}}$ be an open set and let $E_{f_{i}}$ be the set of functions $f_{i}: J \times O_{i}^{s_{i}} \rightarrow R^{n_{i}}$ satisfying the following conditions: for almost all $t \in J$ the function $f_{i}(t, \cdot): O_{i}^{s_{i}} \rightarrow R^{n_{i}}$ is continuously differentiable, for each $\left(x_{i 1}, \ldots, x_{i s_{i}}\right) \in O_{i}^{s_{i}}$ the functions

$$
f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right), \quad \frac{\partial f_{i}(\cdot)}{\partial x_{i j}}, \quad j=\overline{1, s_{i}},
$$

are measurable on $J$ and for any function $f_{i} \in E_{f_{i}}$ and any compact $K_{i} \subset O_{i}$ there exists $m_{f_{i}, K_{i}}(\cdot) \in L\left(J, R_{+}\right), R_{+}=(0, \infty)$, such that for any $\left(x_{i 1}, \ldots, x_{i s_{i}}\right) \in K_{i}^{s_{i}}$ and almost all $t \in J$

$$
\left|f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right)\right|+\sum_{j=1}^{s_{i}}\left|\frac{\partial f_{i}(\cdot)}{\partial x_{i j}}\right| \leq m_{f_{i}, K_{i}}(t) .
$$

Functions $f_{i 1}, f_{i 2} \in E_{f_{i}}$ will be called equivalent if for any fixed $\left(x_{i 1}, \ldots, x_{i s_{i}}\right) \in O_{i}^{s_{i}}$ and almost all $t \in J$

$$
f_{i 1}\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right)-f_{i 2}\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right)=0
$$

The classes of equivalent functions of the set $E_{f_{i}}$ form a vector space which will be denoted also by $E_{f_{i}}$; we will call also these classes functions and denote them also by $f_{i}$.

In the space $E_{f_{i}}$ we introduce the family of subsets

$$
B=\left\{V_{K_{i}, \delta}: K_{i} \subset O_{i}, \delta>0\right\}
$$

Here $K_{i}$ is an arbitrary compact set, $\delta>0$ is an arbitrary number,

$$
\begin{gathered}
V_{K_{i}, \delta}=\left\{\delta f_{i} \in E_{f_{i}}: H\left(\delta f_{i} ; K_{i}\right) \leq \delta\right\} \\
H\left(\delta f_{i} ; K_{i}\right)=\sup \left\{\left|\int_{t^{\prime}}^{t^{\prime \prime}} \delta f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right) d t\right|: x_{i j} \in K_{i}, j=\overline{1, s_{i}}, t^{\prime}, t^{\prime \prime} \in J\right\} .
\end{gathered}
$$

The family $B$ can be accepted as a basis of neighborhoods of zero of the space $E_{f_{i}}$. Hence, it defines uniquely a locally convex separate vector topology which transforms $E_{f_{i}}$ into a topological vector space [25]. In what follows, we will suppose that the space $E_{f_{i}}$ is supplied with this topology.

Let $\tau_{i j}(t), t \in R, j=\overline{1, s_{i}}$, be absolutely continuous scalar functions satisfying the conditions $\tau_{i j}(t) \leq t, \dot{\tau}_{i j}(t)>0 ; \gamma_{i j}(t)$ be the inverse function to $\tau_{i j}(t)$. Next, let $\eta_{i j}(t), t \in R, j=\overline{1, k_{i}}$, be continuously differentiable scalar functions satisfying the conditions $\eta_{i j}(t)<t, \dot{\eta}_{i j}(t)>0 ; \rho_{i j}(t)$ be the inverse function to $\eta_{i j}(t) ; E_{\varphi_{i}}$ be the space of continuously differentiable functions $\varphi_{i}: J_{i}=\left[\tau_{i}, b\right] \rightarrow R^{n_{i}}, \tau_{i}=\min \left\{\tau_{i 1}(a), \ldots, \tau_{i s_{i}}(a), \eta_{i 1}(a), \ldots, \eta_{i k_{i}}(a)\right\}$, with the norm $\left\|\varphi_{i}\right\|=\left|\varphi_{i}(a)\right|+\max _{t \in J_{i}}\left|\dot{\varphi}_{i}(t)\right| ; \Delta_{i}=\left\{\varphi_{i} \in E_{\varphi_{i}}: \varphi_{i}(t) \in O_{i}\right\}$ be the set of initial functions; $A_{i j}(t), j=\overline{1, k_{i}}, t \in J$, be $n_{i} \times n_{i}$-dimensional continuous matrix functions; $g_{i}\left(t_{i} ; x_{i-1}\right),\left(t_{i}, x_{i-1}\right) \in J \times O_{i-1}, i=\overline{2, m}$, be continuously differentiable functions.

Lemma 2.1 ([24], p. 10). Let $f_{i 1}, f_{i 2} \in E_{f_{i}}$ be equivalent functions. Then for any piecewise continuous function ${ }^{*} x_{i}(t) \in O_{i}, t \in J$, the following equality is fulfilled

$$
\begin{gathered}
\mid \int_{t^{\prime}}^{t^{\prime \prime}}\left[f_{i 1}\left(t, x_{i}\left(\tau_{i 1}(t)\right), \ldots, x_{i}\left(\tau_{i s_{i}}(t)\right)\right)-\right. \\
\left.-f_{i 2}\left(t, x_{i}\left(\tau_{i 1}(t)\right), \ldots, x_{i}\left(\tau_{i s_{i}}(t)\right)\right)\right] d t \mid=0, \quad \forall t^{\prime}, t^{\prime \prime} \in J
\end{gathered}
$$

Now we introduce the set

$$
\begin{aligned}
B_{i}= & \left\{\mu_{i}=\left(t_{1}, \ldots, t_{i+1}, x_{10}, \ldots, x_{i 0}, \varphi_{1}, \ldots, \varphi_{i}, f_{1}, \ldots, f_{i}\right) \in J^{1+i} \times\right. \\
& \left.\times \prod_{j=1}^{i} O_{j} \times \prod_{j=1}^{i} \Delta_{j} \times \prod_{j=1}^{i} E_{f_{j}}: t_{1}<\cdots<t_{i+1}\right\}, \quad i=\overline{1, m}
\end{aligned}
$$

where

$$
\prod_{j=1}^{i} O_{j}=O_{1} \times \cdots \times O_{i}
$$

[^0]To each element $\mu_{m} \in B_{m}$ we assign the set of differential equations

$$
\begin{align*}
\dot{x}_{i}(t)= & \sum_{j=1}^{k_{i}} A_{i j}(t) \dot{x}_{i}\left(\eta_{i j}(t)\right)+ \\
& +f_{i}\left(t, x_{i}\left(\tau_{i j}(t), \ldots, x_{i}\left(\tau_{i s_{i}}(t)\right)\right), \quad t \in\left[t_{i}, t_{i+1}\right],\right.  \tag{i}\\
x_{i}(t)= & \varphi_{i}(t), t \in\left[\tau_{i}, t_{i}\right), x_{i}\left(t_{i}\right)=x_{i 0}+g_{i}\left(t_{i}, x_{i-1}\left(t_{i}\right)\right), \quad i=\overline{1, m} . \tag{i}
\end{align*}
$$

Here and everywhere we suppose, that $g_{1}=0$. On the right-hand side of the equation $\left(2.1_{i}\right)$ we suppose any function from the equivalence class.

## Definition 2.1. Let

$$
\mu_{m}=\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{1 m}, \varphi_{1}, \ldots, \varphi_{m}, f_{1}, \ldots, f_{m}\right) \in B_{m}
$$

The set of functions $\left\{x_{i}(t)=x_{i}\left(t ; \mu_{i}\right) \in O_{i}, t \in\left[\tau_{i}, t_{i+1}\right]: i=\overline{1, m}\right\}$, where $\mu_{i} \in B_{i}$, is called a solution corresponding to the element $\mu_{m}$ if the function $x_{i}(t)$ satisfies the condition $\left(2.2_{i}\right)$ on the interval $\left[\tau_{i}, t_{i}\right]$ and the equation

$$
\begin{aligned}
x_{i}(t)= & x_{i 0}+g_{i}\left(t_{i}, x_{i-1}\left(t_{i}\right)\right)+\int_{t_{i}}^{t}\left[\sum_{j=1}^{k_{i}} A_{i j}(\xi) \dot{x}_{i}\left(\eta_{i j}(\xi)\right)+\right. \\
& \left.+f_{i}\left(\xi, x_{i}\left(\tau_{i 1}(\xi)\right), \ldots, x_{i}\left(\tau_{i s_{i}}(\xi)\right)\right)\right] d \xi
\end{aligned}
$$

on the interval $\left[t_{i}, t_{i+1}\right]$.
It is obvious that the function $x_{i}(t), t \in\left[t_{i}, t_{i+1}\right]$, is absolutely continuous and satisfies the equation $\left(2.1_{i}\right)$ almost everywhere.

It follows from the local theorem of existence and uniqueness for the neutral equation [26] that to each element $\mu_{m}$ there corresponds a unique solution if the numbers $t_{i+1}-t_{i}, i=\overline{1, m}$, are small enough.

On the basis of Lemma 2.1 we can conclude that if $f_{i 1}$ and $f_{i 2}$ are equivalent functions, then $x_{i}\left(t ; \mu_{i 1}\right)=x_{i}\left(t ; \mu_{i 2}\right)$, where

$$
\mu_{i j}=\left(t_{1}, \ldots, t_{i+1}, x_{10}, \ldots, x_{i 0}, \varphi_{1}, \ldots, \varphi_{i}, f_{1 j}, \ldots, f_{i j}\right), \quad j=1,2
$$

The following theorem about continuous dependence of solution on initial data and right-hand side is proved by repeated application of an analogue of Theorem 1.2.1 ([24], p. 11) for quasi-linear equations of neutral type with several variable delays.

Theorem 2.1. Let $\left\{\widetilde{x}_{i}(t)=x_{i}\left(t ; \widetilde{\mu}_{i}\right), t \in\left[\tau_{i}, \widetilde{t}_{i+1}\right]: i=\overline{1, m}\right\}$ be the solution corresponding to the element
$\widetilde{\mu}_{m}=\left(\widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}, \widetilde{\varphi}_{1}, \ldots, \widetilde{\varphi}_{m}, \widetilde{f}_{1}, \ldots, \widetilde{f}_{m}\right) \in B_{m}, \widetilde{t}_{m+1}<b$, and let $K_{i 1} \subset O_{i}$ be a compact set containing some neighborhood of the set $K_{i 0}=\widetilde{\varphi}_{i}\left(J_{i}\right) \cup \widetilde{x}_{i}\left(\left[\widetilde{t}_{i}, \widetilde{t}_{i+1}\right]\right)$. Then the following assertions are valid:
2.1) there exist numbers $\delta_{i}>0, i=0,1$, such that to each element

$$
\mu_{m} \in V\left(\widetilde{\mu}_{m} ; K_{11}, \ldots, K_{m 1}, \delta_{0}, \alpha_{0}\right)=\prod_{i=1}^{m+1}\left(V\left(\widetilde{t_{i}} ; \delta_{0}\right) \cap J\right) \times
$$

$$
\begin{aligned}
& \times \prod_{i=1}^{m}\left(V\left(\widetilde{x}_{i 0} ; \delta_{0}\right) \cap O_{i}\right) \times \prod_{i=1}^{m}\left(V\left(\widetilde{\varphi}_{i} ; \delta_{0}\right) \cap \Delta_{i}\right) \times \\
& \times \prod_{i=1}^{m}\left[\widetilde{f}_{i}+\left(W\left(K_{i 1} ; \alpha_{0}\right) \cap V_{K_{i 1}, \delta_{0}}\right)\right] \subset B_{m}
\end{aligned}
$$

there corresponds the solution $\left\{x_{i}(t), t \in\left[\tau_{i}, t_{i+1}\right]: i=\overline{1, m}\right\}$. Moreover, the function $x_{i}(t)$ is defined on the interval $\left[\tau_{i}, \widetilde{t}_{i+1}+\delta_{1}\right] \subset J$ and on the interval $\left[\widetilde{t}_{i}, \widetilde{t}_{i+1}+\delta_{1}\right]$ it satisfies the equation $\left(2.1_{i}\right)$ and takes values from int $K_{i 1}$;
2.2) for an arbitrary $\varepsilon>0$ there exists a number $\delta_{2}=\delta_{2}(\varepsilon) \in\left(0, \delta_{0}\right]$ such that the inequality

$$
\left|x_{i}(t)-\widetilde{x}_{i}(t)\right| \leq \varepsilon, \quad \forall t \in\left[\theta_{i}, \widetilde{t}_{i+1}+\delta_{1}\right], \quad \theta_{i}=\max \left\{t_{i}, \widetilde{t}_{i}\right\}, \quad i=\overline{1, m}
$$

is valid for any $\mu_{m} \in V\left(\widetilde{\mu}_{m} ; K_{11}, \ldots, K_{m 1}, \delta_{2}, \alpha_{0}\right)$.
Here

$$
\begin{aligned}
V\left(\widetilde{t}_{i} ; \delta_{0}\right) & =\left\{t_{i} \in R:\left|\widetilde{t}_{i}-t_{i}\right|<\delta_{0}\right\} \\
V\left(\widetilde{x}_{i 0} ; \delta_{0}\right) & =\left\{x_{i 0} \in R^{n_{i}}:\left|\widetilde{x}_{i 0}-x_{i 0}\right|<\delta_{0}\right\}, \\
V\left(\widetilde{\varphi}_{i} ; \delta_{0}\right) & =\left\{\varphi_{i} \in E_{\varphi_{i}}:\left\|\widetilde{\varphi}_{i}-\varphi_{i}\right\|<\delta_{0}\right\}, \\
W\left(K_{i 1} ; \alpha_{0}\right) & =\left\{\delta f_{i} \in E_{f_{i}}: H_{1}\left(\delta f_{i} ; K_{i 1}\right)<\alpha_{0}\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
& H_{1}\left(\delta f_{i} ; K_{i 1}\right)=\sup \left\{\int _ { J } \left[\left|\delta f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right)\right|+\right.\right. \\
& \left.\left.\quad+\sum_{j=1}^{s_{i}}\left|\frac{\partial \delta f_{i}(\cdot)}{\partial x_{i j}}\right|\right] d t: x_{i j} \in O_{i}, \quad j=\overline{1, s_{i}}\right\}
\end{aligned}
$$

$\alpha_{0}>0$ is a given number.
Remark 2.1. Theorem 2.1 is valid if the set $V\left(\widetilde{\mu}_{m} ; K_{11}, \ldots, K_{m 1}, \delta_{0}, \alpha_{0}\right)$ is replaced by the set

$$
\begin{aligned}
& V\left(\widetilde{\mu}_{m} ; K_{11}, \ldots, K_{m 1}, \delta_{0}\right)=\prod_{i=1}^{m+1}\left(V\left(\widetilde{t}_{i} ; \delta_{0}\right) \cap J\right) \times \prod_{i=1}^{m}\left(V\left(\widetilde{x}_{i 0} ; \delta_{0}\right) \cap O_{i}\right) \times \\
& \quad \times \prod_{i=1}^{m}\left(V\left(\widetilde{\varphi}_{i} ; \delta_{0}\right) \cap \Delta_{i}\right) \times \prod_{i=1}^{m}\left(\widetilde{f}_{i}+W\left(K_{i 1} ; \delta_{0}\right)\right)
\end{aligned}
$$

since

$$
\widetilde{f}_{i}+W\left(K_{i 1} ; \delta_{0}\right) \subset \widetilde{f}_{i}+W\left(K_{i 1} ; \alpha_{0}\right) \cap V_{K_{i 1}, \delta_{0}}, \quad 0<\delta_{0} \leq \alpha_{0}
$$

In the space

$$
E_{\mu_{i}}=R^{1+i} \times \prod_{j=1}^{i} R^{n_{j}} \times \prod_{j=1}^{i} E_{\varphi_{j}} \times \prod_{j=1}^{i} E_{f_{j}}
$$

we denote the set of variations

$$
\begin{gathered}
V_{i}=\left\{\delta \mu_{i}=\left(\delta t_{1}, \ldots, \delta t_{i+1}, \delta x_{10}, \ldots, \delta x_{i 0}, \delta \varphi_{1}, \ldots, \delta \varphi_{i}\right.\right. \\
\left.\delta f_{1}, \ldots, \delta f_{i}\right) \in E_{\mu_{i}}:\left|\delta t_{j}\right| \leq \alpha_{1}, j=\overline{1, i+1} ; \quad\left|\delta x_{j 0}\right| \leq \alpha_{1} \\
\left.\left\|\delta \varphi_{j}\right\| \leq \alpha_{1}, \quad \delta f_{j}=\sum_{k=1}^{m_{j}} \lambda_{j k} \delta f_{j k}, \quad\left|\lambda_{j k}\right| \leq \alpha_{1}, \quad j=\overline{1, i}\right\}
\end{gathered}
$$

where $\alpha_{1}>0$ is a fixed number, $\delta f_{j k} \in E_{f_{j}}, k=\overline{1, m_{j}}$, are fixed points.
The following lemma is a corollary to Theorem 2.1.
Lemma 2.2. Let $\left\{\widetilde{x}_{i}(t), t \in\left[\tau_{i}, \widetilde{t}_{i+1}\right]: i=\overline{1, m}\right\}$ be the solution corresponding to the element $\widetilde{\mu}_{m} \in B_{m}, \widetilde{t}_{m+1}<b ; K_{i 1} \subset O_{i}$ be a compact set containing some neighborhood of the set $K_{i 0}$. Then there exist such numbers $\varepsilon_{1}>0, \delta_{1}>0$ that for an arbitrary $\left(\varepsilon, \delta \mu_{m}\right) \in\left[0, \varepsilon_{1}\right] \times V_{m}$ the element $\widetilde{\mu}_{m}+\varepsilon \delta \mu_{m} \in B_{m}$ and the solution $\left\{x_{i}\left(t ; \widetilde{\mu}_{i}+\varepsilon \delta \mu_{i}\right), t \in\right.$ $\left.\left[\tau_{i}, \widetilde{t}_{i+1}+\varepsilon \delta t_{i+1}\right]: i=\overline{1, m}\right\}$ corresponds to it, where $\delta \mu_{i} \in V_{i}$. Moreover, the solution $x_{i}\left(t ; \widetilde{\mu}_{i}+\varepsilon \delta \mu_{i}\right)$ is defined on the interval $\left[\tau_{i}, \widetilde{t}_{i+1}+\delta_{1}\right] \subset J$, takes values from int $K_{i 1}$ and on the interval $\left[\widetilde{t}_{i}+\varepsilon \delta t_{i}, \widetilde{t}_{i+1}+\delta_{1}\right]$ satisfies the corresponding differential equation almost everywhere.

By virtue of uniqueness, the solution $x_{i}\left(t ; \widetilde{\mu}_{i}\right)$ on the interval $\left[\tau_{i}, \widetilde{t}_{i+1}+\delta_{1}\right]$ is a continuation of the solution $\widetilde{x}_{i}(t)$. Therefore, in what follows we assume that the solution $\widetilde{x}_{i}(t)$ is already defined on the entire interval $\left[\tau_{i}, \widetilde{t}_{i+1}+\delta_{1}\right]$.

Lemma 2.2 makes it possible to define the increment of the solution $\widetilde{x}_{i}(t)=x_{i}\left(t ; \widetilde{\mu}_{i}\right): \Delta x_{i}\left(t ; \varepsilon \delta \mu_{i}\right)=x_{i}\left(t ; \widetilde{\mu}_{i}+\varepsilon \delta \mu_{i}\right)-\widetilde{x}_{i}(t), \quad \forall\left(t, \varepsilon, \delta \mu_{i}\right) \in$ $\left[\tau_{i}, \widetilde{t}_{i+1}+\delta_{1}\right] \times\left[0, \varepsilon_{1}\right] \times V_{i}$.

Theorems provided below play an important role in the proof of necessary conditions of optimality.

In order to formulate the theorems about variation of solutions we need the following notation:

$$
\omega_{i j}^{0}=(\widetilde{t}_{i}, \underbrace{\widetilde{x}_{i}\left(\widetilde{t}_{i}\right), \ldots, \widetilde{x}_{i}\left(\widetilde{t}_{i}\right)}_{j}, \underbrace{j=\overline{0, p_{i}}}_{p_{i}-j}, \quad \widetilde{\varphi}_{i}\left(\widetilde{t}_{i}\right), \ldots, \widetilde{\varphi}_{i}\left(\widetilde{t_{i}}\right), \widetilde{\varphi}\left(\tau_{i p_{i}+1}\right)\left(\widetilde{t}_{i}\right)), \ldots, \widetilde{\varphi}_{i}\left(\tau_{i s_{i}}\left(\widetilde{t}_{i}\right)\right))),
$$

The role of number $p_{i}$ will be found out below. If $j=0$, then $w_{i 0}^{0}$ does not contain $\widetilde{x}_{i}\left(\widetilde{t}_{i}\right)$, and if $j=p_{i}$, then $w_{i p_{i}}^{0}$ does not contain $\widetilde{\varphi}_{i}\left(\widetilde{t}_{i}\right)$.

Further, $\gamma_{i j}=\gamma_{i j}\left(\widetilde{t}_{i}\right)$,

$$
\begin{aligned}
\omega_{i j}^{1}= & \left(\gamma_{i j}, \widetilde{x}_{i}\left(\tau_{i 1}\left(\gamma_{i j}\right)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i j-1}\left(\gamma_{i j}\right)\right), \widetilde{x}_{i}\left(\widetilde{t}_{i}\right),\right. \\
& \left.\widetilde{\varphi}_{i}\left(\tau_{i j+1}\left(\gamma_{i j}\right)\right), \ldots, \widetilde{\varphi}_{i}\left(\tau_{i s_{i}}\left(\gamma_{i j}\right)\right)\right) \\
\omega_{i j}^{2}= & \left(\gamma_{i j}, \widetilde{x}_{i}\left(\tau_{i 1}\left(\gamma_{i j}\right)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i j-1}\left(\gamma_{i j}\right)\right)\right. \\
& \left.\widetilde{\varphi}_{i}\left(\widetilde{t}_{i}\right), \widetilde{\varphi}_{i}\left(\tau_{i j+1}\left(\gamma_{i j}\right)\right), \ldots, \widetilde{\varphi}_{i}\left(\tau_{i s_{i}}\left(\gamma_{i j}\right)\right)\right), j=\overline{p_{i}+1, s_{i}} \\
\omega_{i 2}= & \left(\widetilde{t}_{i+1}, \widetilde{x}_{i}\left(\tau_{i 1}\left(\widetilde{t}_{i+1}\right)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}\left(\widetilde{t}_{i+1}\right)\right)\right) .
\end{aligned}
$$

Theorem 2.2. Let the following conditions be fulfilled
2.3) $\gamma_{i j}=\widetilde{t}_{i}, j=\overline{1, p_{i}}, \gamma_{i p_{i}+1}<\cdots<\gamma_{i s_{i}}, \rho_{i j}\left(\widetilde{t}_{i}\right)<\widetilde{t}_{i+1}, j=\overline{1, k_{i}}$, $i=\overline{1, m}$;
2.4) there exists a number $\delta>0$ such that

$$
\gamma_{i 1}(t) \leq \cdots \leq \gamma_{i p_{i}}(t), \quad t \in\left(\widetilde{t}_{i}-\delta, \widetilde{t}_{i}\right], \quad i=\overline{1, m}
$$

2.5) there exist finite limits

$$
\begin{gathered}
\dot{\gamma}_{i j}^{-}=\dot{\gamma}_{i j}\left(\widetilde{t}_{i}-\right), \quad j=\overline{1, s_{i}}, \quad i=\overline{1, m} ; \\
\dot{\tilde{x}}_{i j}^{-}=\dot{\tilde{x}}_{i j}\left(\eta_{i j}\left(\widetilde{t}_{i}-\right)\right), \quad j=\overline{1, s_{i}}, \quad i=\overline{1, m-1} ; \\
\lim _{\omega_{i} \rightarrow \omega_{i j}^{0}} \widetilde{f}_{i}\left(\omega_{i}\right)=f_{i j}^{-}, \quad \omega_{i}=\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right) \in\left(\widetilde{t}_{i}-\delta, \widetilde{t}_{i}\right] \times O_{i}^{s_{i}}, \quad j=\overline{0, p_{i}} \\
\lim _{\left(\omega_{i 1}, \omega_{i 2}\right) \rightarrow\left(\omega_{i j}^{1}, \omega_{i j}^{2}\right)}\left[\widetilde{f}_{i}\left(\omega_{i 1}\right)-\widetilde{f}_{i}\left(\omega_{i 2}\right)\right]=f_{i j}^{-}, \quad \omega_{i 1}, \omega_{i 2} \in\left(\gamma_{i j}-\delta, \gamma_{i j}\right] \times O_{i}^{s_{i}}, \\
j=\overline{p_{i}+1, s_{i}}, \quad i=\overline{1, m} ; \\
\lim _{\omega_{i} \rightarrow \omega_{i}^{2}} \widetilde{f}_{i}\left(\omega_{i}\right)=f_{i s_{i}+1}^{-}, \quad \omega_{i} \in\left(\widetilde{t}_{i+1}-\delta, \widetilde{t}_{i+1}\right] \times O_{i}^{s_{i}} \quad i=\overline{1, m-1} .
\end{gathered}
$$

Then there exist numbers $\varepsilon_{2}>0, \delta_{2}>0$ such that for an arbitrary

$$
\left(t, \varepsilon, \delta \mu_{i}\right) \in\left[\widetilde{t}_{i+1}-\delta_{2}, \widetilde{t}_{i+1}+\delta_{2}\right] \times\left[0, \varepsilon_{2}\right] \times V_{i}^{-}, \quad i=\overline{1, m},
$$

where

$$
V_{i}^{-}=\left\{\delta \mu_{i} \in V_{i}: \delta t_{j} \leq 0, \quad j=\overline{1, i+1}\right\},
$$

the following formulas

$$
\begin{equation*}
\Delta x_{i}\left(t ; \varepsilon \delta \mu_{i}\right)=\varepsilon \delta x_{i}\left(t ; \delta \mu_{i}\right)+o\left(t ; \varepsilon \delta \mu_{i}\right),{ }^{*} i=\overline{1, m} \tag{2.3}
\end{equation*}
$$

are valid, where

$$
\begin{gather*}
\delta x_{i}\left(t ; \delta \mu_{i}\right)=\left\{Y _ { i } ( \widetilde { t } _ { i } - ; t ) \left[\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\tilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)+\right.\right.\right. \\
\left.+\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{-}-\widehat{\gamma}_{i j}^{-}\right) f_{i j}^{-}\right]-\sum_{i=p_{i}+1}^{s_{i}} Y_{i}\left(\gamma_{i j}-; t\right) f_{i j}^{-} \dot{\gamma}_{i j}^{-}+ \\
\left.+\Phi_{i}\left(\widetilde{t}_{i} ; t\right) \frac{\partial \widetilde{g}_{i}}{\partial x_{i-1}}\left[\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\tilde{x}}_{i-1 j}^{-}+f_{i-1 s_{i-1}+1}^{-}\right]\right\} \delta t_{i}+\beta_{i}\left(t ; \delta \mu_{i}\right) ;  \tag{2.4}\\
\widehat{\gamma}_{i 0}^{-}=1, \quad \widehat{\gamma}_{i j}^{-}=\dot{\gamma}_{i j}^{-}, j=\overline{1, p_{i}}, \widehat{\gamma}_{i p_{i}+1}^{-}=0 ; \\
\beta_{i}\left(t ; \delta \mu_{i}\right)=\Phi_{i}\left(\widetilde{t}_{i} ; t\right)\left[\delta x_{i 0}-\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right) \delta t_{i}+\frac{\partial \widetilde{g}_{i}}{\partial t_{i}} \delta t_{i}+\right.
\end{gather*}
$$

[^1]\[

$$
\begin{gathered}
\left.+\frac{\partial \widetilde{g}_{i}}{\partial x_{i-1}} \delta x_{i-1}\left(\widetilde{t}_{i} ; \delta \mu_{i}\right)\right]+\sum_{j=p_{i}+1}^{s_{i}} \int_{\tau_{i j}\left(\widetilde{t}_{i}\right)}^{\tilde{t}_{i}} Y_{i}\left(\gamma_{i j}(\xi) ; t\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(\xi)\right]}{\partial x_{i j}} \times \\
\times \dot{\gamma}_{i j}(\xi) \delta \varphi_{i}(\xi) d \xi+\sum_{j=1}^{k_{i}} \int_{\left.\eta_{i j} \widetilde{t}_{i}\right)}^{\tilde{t}_{i}} Y_{i}\left(\rho_{i j}(\xi) ; t\right) A_{i j}\left(\rho_{i j}(\xi)\right) \dot{\rho}_{i j}(\xi) \dot{\delta} \varphi_{i}(\xi) d \xi+ \\
+\int_{\widetilde{t}_{i}}^{t} Y_{i}(\xi ; t) \delta f_{i}[\xi] d \xi ; \\
\widetilde{g}_{i}=g_{i}\left(\widetilde{t}_{i}, \widetilde{x}_{i-1}\left(\widetilde{t}_{i}\right)\right), \delta f_{i}[\xi]=\delta f_{i}\left(\xi, \widetilde{x}\left(\tau_{i 1}(\xi)\right), \ldots, \widetilde{x}\left(\tau_{i s_{i}}(\xi)\right)\right),
\end{gathered}
$$
\]

the matrix functions $\Phi_{i}(\xi ; t)$ and $Y_{i}(\xi ; t)$ satisfy the system

$$
\left\{\begin{array}{l}
\frac{\partial \Phi_{i}(\xi ; t)}{\partial \xi}=-\sum_{j=1}^{s_{i}} Y_{i}\left(\gamma_{i j}(\xi) ; t\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(\xi)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(\xi), \quad \xi \in\left[\widetilde{t}_{i}-\delta, t\right]  \tag{2.5}\\
Y_{i}(\xi ; t)=\Phi_{i}(\xi ; t)+\sum_{j=1}^{k_{i}} Y_{i}\left(\rho_{i j}(\xi) ; t\right) A_{i j}\left(\rho_{i j}(\xi)\right) \dot{\rho}_{i j}(\xi)
\end{array}\right.
$$

and the initial condition

$$
Y_{i}(\xi ; t)=\Phi_{i}(\xi ; t)=\left\{\begin{array}{lc}
I_{i}, & \xi=t  \tag{2.6}\\
\Theta_{i}, & \xi \neq t
\end{array}\right.
$$

where $I_{i}$ is the identity matrix, $\Theta_{i}$ is the zero matrix.
$\delta x_{i}\left(t ; \delta \mu_{i}\right)$ is called the variation of the solution $\widetilde{x}_{i}(t)$ and the expression (2.4) is called the formula of variation.

Theorem 2.3. Let the condition 2.3) of Theorem 2.2 and the following conditions be fulfilled:
2.6) there exists a number $\delta>0$ such that

$$
\gamma_{i 1}(t) \leq \cdots \leq \gamma_{i p_{i}}(t), \quad t \in\left[\widetilde{t_{i}}, \tilde{t}_{i}+\delta\right], \quad i=\overline{1, m}
$$

2.7) there exist finite limits:

$$
\begin{gathered}
\dot{\gamma}_{i j}^{+}=\dot{\gamma}_{i j}\left(\widetilde{t}_{i}+\right), \quad j=\overline{1, s_{i}}, \quad i=\overline{1, m} ; \\
\dot{\tilde{x}}_{i j}^{+}=\dot{\tilde{x}}_{i j}\left(\eta_{i j}\left(\widetilde{t}_{i+1}+\right)\right), \quad j=\overline{1, s_{i}}, i=\overline{1, m-1}, \\
\lim _{\omega_{i} \rightarrow \omega_{i j}^{0}} \widetilde{f}_{i}\left(\omega_{i}\right)=f_{i j}^{+}, \quad \omega_{i} \in\left[\widetilde{t}_{i}, \widetilde{t}_{i}+\delta\right) \times O_{i}^{s_{i}}, \quad j=\overline{0, p_{i}}, \\
\lim _{\left(\omega_{i 1}, \omega_{i 2}\right) \rightarrow\left(\omega_{i j}^{1}, \omega_{i j}^{2}\right)}\left[\widetilde{f}_{i}\left(\omega_{i 1}\right)-\widetilde{f}_{i}\left(\omega_{i 2}\right)\right]=f_{i j}^{+} \\
\omega_{i 1}, \omega_{i 2} \in\left(\gamma_{i j}, \gamma_{i j}+\delta\right) \times O_{i}^{s_{i}}, \quad j=\overline{p_{i}+1, s_{i}}, \quad i=\overline{1, m} ; \\
\lim _{\omega_{i} \rightarrow \omega_{i}^{2}} \widetilde{f}_{i}\left(\omega_{i}\right)=f_{i s_{i}+1}^{+}, \quad \omega_{i} \in\left[\widetilde{t}_{i+1}, \widetilde{t}_{i+1}+\delta\right] \times O_{i}^{s_{i}} \quad i=\overline{1, m-1} .
\end{gathered}
$$

Then there exist numbers $\varepsilon_{2}>0, \delta_{2}>0$ such that for an arbitrary

$$
\left(t, \varepsilon, \delta \mu_{i}\right) \in\left[\widetilde{t}_{i+1}-\delta_{2}, \tilde{t}_{i+1}+\delta_{2}\right] \times\left[0, \varepsilon_{2}\right] \times V_{i}^{+}, \quad i=\overline{1, m}
$$

where

$$
V_{i}^{+}=\left\{\delta \mu_{i} \in V_{i}: \delta t_{j} \geq 0, \quad j=\overline{1, i+1}\right\}
$$

the formula (2.3) is valid, where

$$
\begin{gathered}
\delta x_{i}\left(t ; \delta \mu_{i}\right)=\left\{Y _ { i } ( \widetilde { t } _ { i } + ; t ) \left[\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\widetilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)+\right.\right.\right. \\
\left.+\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{+}-\widehat{\gamma}_{i j}^{+}\right) f_{i j}^{+}\right]-\sum_{j=p_{i}+1}^{s_{i}} Y_{i}\left(\gamma_{i j}+; t\right) f_{i j}^{+} \dot{\gamma}_{i j}^{+}+ \\
\left.+\Phi_{i}\left(\widetilde{t}_{i} ; t\right) \frac{\partial \widetilde{g}_{i}}{\partial x_{i-1}}\left[\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\tilde{x}}_{i-1 j}^{+}+f_{i-1 s_{i-1}+1}^{+}\right]\right\} \delta t_{i}+\beta_{i}\left(t ; \delta \mu_{i}\right) ; \\
\widehat{\gamma}_{i 0}^{+}=1, \quad \widehat{\gamma}_{i j}^{+}=\dot{\gamma}_{i j}^{+}, \quad j=\overline{1, p_{i}}, \quad \widehat{\gamma}_{i p_{i}+1}^{+}=0 .
\end{gathered}
$$

Remark 2.2. Theorems 2.2 and 2.3 are proved by the method given in [24]. The matrix function $Y_{i}(\xi ; t), \xi \in[a, t]$, is piecewise continuous (see the second equation of the system (2.5) and the condition (2.6)).

Let $\eta_{i j}(t)=\eta_{i}^{j}(t)=\eta_{i}\left(\eta_{i}^{j-1}(t)\right), j=\overline{1, s_{i}}, \eta_{i}^{0}(t)=t$, where $\eta_{i}(t)$ is continuously differentiable and satisfies the conditions $\eta_{i}(t)<t, \dot{\eta}_{i}(t)>0$. Then the function $Y_{i}(\xi ; t)$ is discontinuous with respect to $\xi \in[a, t]$ at the points of the set

$$
J_{i}(t)=\left\{\eta_{i}^{j}(t) \in[a, t]: j=1,2, \ldots\right\} .
$$

The theorem formulated below is a corollary to Theorems 2.2 and 2.3.
Theorem 2.4. Let $\eta_{i j}(t)=\eta_{i}^{j}(t)$ and the assumptions of Theorems 2.2, 2.3 be valid and, in addition, let

$$
\begin{gathered}
\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{-}-\widehat{\gamma}_{i j}^{-}\right) f_{i j}^{-}=\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{+}-\widehat{\gamma}_{i j}^{+}\right) f_{i j}^{+}=f_{i 0}, \\
f_{i j}^{-} \dot{\gamma}_{i j}^{-}=f_{i j}^{+} \dot{\gamma}_{i j}^{+}=f_{i j}, \quad j=\overline{p_{i}+1, s_{i}}, \quad i=\overline{1, m}, \\
\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\tilde{x}}_{i-1 j}^{-}+f_{i-1 s_{i-1}+1}^{-}= \\
=\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\widetilde{x}}_{i-1 j}^{+}+f_{i-1 s_{i-1}+1}^{+}=f_{i-1 s_{i-1}+1}, \quad i=\overline{2, m} \\
\widetilde{t}_{i}, \gamma_{i j} \notin J_{i}\left(\widetilde{t}_{i+1}\right), \quad i=\overline{1, m}, \quad j=\overline{1, s_{i}} .
\end{gathered}
$$

Then there exist numbers $\varepsilon_{2}>0, \delta_{2}>0$ such that for an arbitrary $\left(t, \varepsilon, \delta \mu_{i}\right) \in\left[\widetilde{t}_{i+1}-\delta_{2}, \widetilde{t}_{i+1}+\delta_{2}\right] \times\left[0, \varepsilon_{2}\right] \times V_{i}, i=\overline{1, m}$, the formula (2.3) is
valid, where

$$
\begin{aligned}
& \delta x_{i}\left(t ; \delta \mu_{i}\right)=\left\{Y _ { i } ( \widetilde { t } _ { i } ; t ) \left[\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\widetilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)+f_{i 0}\right]-\right.\right. \\
& \left.-\sum_{j=p_{i}+1}^{s_{i}} Y_{i}\left(\gamma_{i j} ; t\right) f_{i j}+\Phi_{i}\left(\widetilde{t}_{i} ; t\right) \frac{\partial \widetilde{g}_{i}}{\partial x_{i-1}} f_{i-1 s_{i-1}+1}\right\} \delta t_{i}+\beta_{i}\left(t ; \delta \mu_{i}\right) .
\end{aligned}
$$

Investigation of the optimal control problem considered in this work will be carried out by the scheme given in [23], [24], according to which an optimal control problem can be formulated as a problem of finding criticality conditions for a continuous and differentiable mapping defined on a quasi-convex filter. Necessary conditions of optimality are obtained from necessary conditions of criticality.

Below all necessary definitions are given and necessary conditions of criticality are formulated.

Let $E_{z}=E_{x} \times E_{\zeta}$ be a locally convex topological vector space of points $z=(x, \zeta)$ and $E_{x}$ be a finite dimensional space.

Let a mapping

$$
\begin{equation*}
P: D \longrightarrow R^{s} \tag{2.7}
\end{equation*}
$$

and filter $\Phi$ in $E_{z}$ be given.
Definition 2.2. The mapping (2.7) is defined on the filter $\Phi$ if there exists an element $W \in \Phi$ such that $W \subset D$.

Definition 2.3. Let the mapping (2.7) be defined on the filter $\Phi$. The mapping (2.7) is called critical on the filter $\Phi$ if for any point $\widetilde{z}$ belonging to every element of the filter $\Phi$ there exists an element $W \in \Phi$ such that $W \subset D$ and $P(\widetilde{z}) \in \partial P(W)$.

Definition 2.4. The mapping (2.7) is continuous on the filter $\Phi$ if there exists an element $W \in \Phi$ such that $W \subset D$ and the restriction

$$
P: W \longrightarrow R^{s}
$$

is continuous.
Definition 2.5. Let $X \subset E_{x}$ be a locally convex subspace. The set $D \subset X \times E_{\zeta}$ is called finitely locally convex if for any arbitrary point $z_{0}=\left(x_{0}, \zeta_{0}\right) \in D$ and any arbitrary linear finite dimensional manifold $L_{\zeta_{0}} \subset E_{\zeta}$ passing through the point $\zeta_{0}$ there exist convex neighborhoods $V_{x_{0}} \subset X$ and $V_{\zeta_{0}} \subset L_{\zeta}$ of the points $x_{0}$ and $\zeta_{0}$, respectively, such that

$$
V_{x_{0}} \times V_{\zeta_{0}} \subset D
$$

Definition 2.6. The mapping (2.7) has a differential at the point $\widetilde{z}=$ $(\widetilde{x}, \widetilde{\xi}) \in D$ if there exists a linear mapping

$$
d P_{\tilde{z}}: E_{\delta z}=E_{z}-\widetilde{z} \longrightarrow R^{s}
$$

such that for any manifold

$$
L_{\widetilde{\zeta}}=\left\{\widetilde{\zeta}+\sum_{i=1}^{k} \lambda_{i} \delta \zeta_{i}: \lambda_{i} \in R\right\} \subset E_{\zeta}
$$

the following representation holds

$$
P(\widetilde{z}+\varepsilon \delta z)-P(\widetilde{z})=\varepsilon d P_{\widetilde{z}}(\delta z)+o(\varepsilon \delta z), \quad \forall(\varepsilon, \delta z) \in\left(0, \varepsilon_{0}\right] \times V_{01} \times V_{11}
$$

where $V_{01} \subset X-\widetilde{x}$ and $V_{11} \subset L_{\widetilde{\zeta}}-\widetilde{\zeta}$ are bounded and convex neighborhoods of zero; $\varepsilon_{0}>0$ is a number for which

$$
\widetilde{z}+\varepsilon \delta z \in D, \quad \forall(\varepsilon, \delta z) \in\left(0, \varepsilon_{0}\right] \times V_{01} \times V_{11}
$$

and finally,

$$
\lim _{\varepsilon \rightarrow 0} o(\varepsilon \delta z) / \varepsilon=0, \quad \text { uniformly for } \quad \delta z \in V_{01} \times V_{11}
$$

Definition 2.7. The filter $\Phi$ in $E_{z}$ is called quasi-convex, if for any element $W \in \Phi$ and any natural number $p$ there exists an element $W_{1}=$ $W_{1}(W ; p) \in \Phi$ such that for arbitrary $p+1$ points $z_{0}, \ldots, z_{p}$ from $W_{1}$ and an arbitrary neighborhood of zero $V_{01} \subset E_{z}$ there exists a continuous mapping

$$
\varphi: \operatorname{co}\left(\left\{z_{0}, \ldots, z_{p}\right\}\right) \longrightarrow W
$$

satisfying the condition

$$
(z-\varphi(z)) \in V_{01}, \quad \forall z \in \operatorname{co}\left(\left\{z_{0}, \ldots, z_{p}\right\}\right)
$$

It is obvious that every convex filter $\Phi$ in $E_{z}$ is quasi-convex.
By $c o[\Phi]$ we denote the convex filter, whose elements are sets $c o(W)$, where $W$ is an arbitrary element of the filter $\Phi$ and cone $(M)$ denote the cone generated by the set $M$.

Theorem 2.5 (necessary condition of the criticality). Let the mapping (2.7) be continuous on co $[\Phi]$ and critical on $\Phi$. Let the filter $\Phi$ be quasiconvex. Then for any point $\widetilde{z}$ belonging to all sets of the filter $\Phi$, at which the mapping (2.7) has a differential, there exist an element $\widetilde{W} \in \Phi$ and a non-zero $s$-dimensional row-vector $\pi=\left(\pi_{1}, \ldots, \pi_{s}\right)$ such that

$$
\pi d P_{\widetilde{z}}(\delta z) \leq 0, \quad \forall \delta z \in \operatorname{cone}(\widetilde{W}-\widetilde{z})
$$

Let $G_{i} \subset R^{r_{i}}$ be an open set and the function $f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}, u_{i}\right) \in R^{n_{i}}$ satisfy the following conditions: it is continuous on $O_{i}^{s_{i}} \times G_{i}$ and continuously differentiable with respect to $x_{i j} \in O_{i}, j=\overline{1, s_{i}}$, for almost all $t \in J$; for each fixed $\left(x_{i 1}, \ldots, x_{i s_{i}}, u_{i}\right) \in O_{i}^{s_{i}} \times G_{i}$ the functions $f_{i}$, $\frac{\partial f_{i}}{\partial x_{i j}}, j=\overline{1, s_{i}}$, are measurable on $J ;$ for any compacts $K_{i} \subset O_{i}$ and $M_{i} \subset G_{i}$ there exists a function $m_{K_{i}, M_{i}}(\cdot) \in L\left(J, R_{+}\right)$such that for any $\left(x_{i 1}, \ldots, x_{i s_{i}}, u_{i}\right) \in K_{i}^{s_{i}} \times M_{i}$ and for almost all $t \in J$

$$
\left|f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}, u_{i}\right)\right|+\sum_{j=1}^{s_{i}}\left|\frac{\partial f_{i}(\cdot)}{\partial x_{i j}}\right| \leq m_{K_{i}, M_{i}}(t)
$$

Now we consider the set

$$
F_{i}=\left\{f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right)=f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}, u_{i}(t)\right): u_{i}(\cdot) \in \Omega_{i}\right\} .
$$

Here $\Omega_{i}$ is the set of measurable functions $u_{i}(t) \in U_{i} \subset G_{i}, t \in J$, satisfying the condition: the set $\operatorname{clu}(J)$ is compact and lies in $G_{i}$, where $U_{i}$ is an arbitrary set.

It is clear that the set $F_{i}$ can be identified with a subset of the space $E_{f_{i}}$. Let

$$
\tilde{f}_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right)=f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}, \widetilde{u}_{i}(t)\right), \text { where } \widetilde{u}_{i}(\cdot) \in \Omega_{i} .
$$

In $F_{i}$ we define the filter $\Phi_{\tilde{f}_{i}}$ with the basis
$\left\{W_{K_{i}, \delta}: K_{i} \subset O_{i}-\right.$ compact set, $\delta>0-\operatorname{arbitrary}$ number $\}$,
where

$$
W_{K_{i}, \delta}=\left\{f_{i} \in F_{i}: H_{1}\left(f_{i}-\widetilde{f}_{i} ; K_{i}\right) \leq \delta\right\} .
$$

Lemma 2.3 ([24], p. 73). The filter $\Phi_{\tilde{f}_{i}}$ is quasi-convex. Moreover, for an arbitrary element $W_{\tilde{f}_{i}} \in \Phi_{f_{i}}$ the inclusion

$$
\operatorname{cone}\left(\left[W^{(i)}\left(K_{i 1} ; \alpha_{0}\right)\right]_{W_{\tilde{f}_{i}}}-\widetilde{f}_{i}\right) \supset F_{i}-\widetilde{f}_{i}
$$

holds, where

$$
W^{(i)}\left(K_{i 1} ; \alpha_{0}\right)=\widetilde{f}_{i}+W\left(K_{i 1} ; \alpha_{0}\right)
$$

$\left[W^{(i)}\left(K_{i 1} ; \alpha_{0}\right)\right]_{W_{\tilde{f}_{i}}}$ is the closure of the set $W^{(i)}\left(K_{i 1} ; \alpha_{0}\right) \cap W_{\tilde{f}_{i}}$ with respect to $W^{(i)}\left(K_{i 1} ; \alpha_{0}\right)$ in the topology induced in $W^{(i)}\left(K_{i 1} ; \alpha_{0}\right)$ by the topology from $E_{f_{i}} ; K_{i 1} \subset O_{i}$ is a compact set.

Lemma 2.4 ([24], p. 9). Let $\widetilde{x}_{i}(t) \in K_{i 1}, t \in J$ be a piecewise-continuous function and let $\delta f_{i j} \in W\left(K_{i 1} ; \alpha_{0}\right), j=1,2, \ldots ;$ moreover, let

$$
\lim _{j \rightarrow \infty} H\left(\delta f_{i j} ; K_{i 1}\right)=0
$$

Then

$$
\lim _{j \rightarrow \infty} \sup \left\{\mid \int_{t^{\prime}}^{t^{\prime \prime}} \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right) d t \mid: \forall t^{\prime}, t^{\prime \prime} \in J\right\}=0\right.
$$

Lemma 2.5. Let $\psi_{i}(t) \in R^{n_{i}}, t \in\left[\widetilde{t}_{i}, \widetilde{t}_{i+1}\right] \subset J$ and $\widetilde{x}_{i}(t) \in K_{i 1}$, $t \in\left[\tau_{i}, \widetilde{t}_{i+1}\right]$, be piecewise-continuous functions. Then the mapping

$$
\begin{equation*}
\delta f_{i} \rightarrow \int_{\tilde{t}_{i}}^{\tilde{t}_{i+1}} \psi_{i}(t) \delta f_{i}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d t \tag{2.8}
\end{equation*}
$$

is continuous on $W\left(K_{i 1} ; \alpha_{0}\right)$ in the topology induced from $E_{f_{i}}$.

Proof. Let $\delta f_{i j} \in W\left(K_{i 1} ; \alpha_{0}\right), j=1,2, \ldots$, and

$$
\lim _{j \rightarrow \infty} H\left(\delta f_{i j} ; K_{i 1}\right)=0
$$

The mapping (2.8) is continuous if

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{\tilde{t}_{i}}^{\tilde{t}_{i+1}} \psi_{i}(t) \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d t=0 \tag{2.9}
\end{equation*}
$$

Let $\left[\theta_{i p}, \theta_{i p+1}\right], p=\overline{1, \nu_{i}}$, be the intervals of continuity of the function $\psi_{i}(t)$ and $\psi_{i}(t)=\psi_{i p}(t), t \in\left[\theta_{i p}, \theta_{i p+1}\right]$.

Then

$$
\begin{array}{r}
\left|\int_{\tilde{t}_{i}}^{\widetilde{t}_{i+1}} \psi_{i}(t) \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d t\right| \leq \\
\leq \sum_{p=1}^{\nu_{i}}\left|\int_{\theta_{i p}}^{\theta_{i p+1}} \psi_{i p}(t) \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d t\right| \tag{2.10}
\end{array}
$$

There exists a sequence of continuously differentiable functions $Q_{i p}^{l}(t)$, $l=1,2, \ldots$, such that

$$
\lim _{l \rightarrow \infty}\left\|Q_{i p}^{l}-\psi_{i p}\right\|=0
$$

where

$$
\left\|Q_{i p}^{l}-\psi_{i p}\right\|=\max _{t \in\left[\theta_{i p}, \theta_{i p+1}\right]}\left|Q_{i p}^{l}(t)-\psi_{i p}(t)\right| .
$$

We have

$$
\begin{align*}
& \left|\int_{\theta_{i p}}^{\theta_{i p+1}} \psi_{i p}(t) \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d t\right| \leq\left\|\psi_{i p}-Q_{i p}^{l}\right\| \alpha_{0}+ \\
& \quad+\left|\int_{\theta i p}^{\theta_{i p+1}} Q_{i p}^{l}(t) \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d \xi\right| \tag{2.11}
\end{align*}
$$

Integration by parts gives

$$
\begin{aligned}
& \int_{\theta_{i p}}^{\theta_{i p+1}} Q_{i p}^{l}(t) \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d t= \\
= & Q_{i p}^{l}\left(\theta_{i p+1}\right) \int_{\theta_{i p}}^{\theta_{i p+1}} \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d t-
\end{aligned}
$$

$$
-\int_{\theta_{i p}}^{\theta_{i p+1}} \dot{Q}_{i p}^{l}(t)\left(\int_{\theta_{i p}}^{t} \delta f_{i j}\left(\xi, \widetilde{x}_{i}\left(\tau_{i 1}(\xi)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(\xi)\right)\right) d \xi\right) d t
$$

For every fixed $l=1,2, \ldots$ on the basis of the preceding lemma we have

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{\theta_{i p}}^{\theta_{i p+1}} Q_{i p}^{l}(t) \delta f_{i j}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right) d t=0 \tag{2.12}
\end{equation*}
$$

From (2.10), taking into consideration (2.11) and (2.12), we obtain (2.9).

## 3. Statement of the Problem. Necessary Conditions of Optimality

Let $\Delta_{i 0}=\left\{\varphi_{i} \in E_{\varphi_{i}}: \varphi_{i}(t) \in N_{i}\right\}$ be sets of initial functions, $N_{i} \subset O_{i}$ be convex sets; scalar functions $q^{p}\left(t_{1}, \ldots, t_{m+1}, x_{1}, \ldots, x_{m}, x_{m+1}\right), p=\overline{1, l}$, be continuously differentiable in all arguments: $t_{i} \in J, x_{i} \in O_{i}, i=\overline{1, m}$, $x_{m+1} \in O_{m}$.

We introduce the sets:

$$
\begin{aligned}
B_{i 1} & =\left\{\sigma_{i}=\left(t_{1}, \ldots, t_{i+1}, x_{10}, \ldots, x_{i 0}, \varphi_{1}, \ldots, \varphi_{i},, u_{1}, \ldots, u_{i}\right) \in\right. \\
& \left.\in J^{1+i} \times \prod_{j=1}^{i} O_{j} \times \prod_{j=1}^{i} \Delta_{j 0} \times \prod_{j=1}^{i} \Omega_{i} ; t_{1}<\cdots<t_{i+1}\right\}, \quad i=\overline{1, m}
\end{aligned}
$$

To each element $\sigma_{m} \in B_{m 1}$ we assign the system of neutral differential equations with variable structure and discontinuous initial condition

$$
\begin{align*}
\dot{x}_{i}(t) & =\sum_{j=1}^{k_{i}} A_{i j}(t) \dot{x}_{i}\left(\eta_{i j}(t)\right)+ \\
& +f_{i}\left(t, x_{i}\left(\tau_{i 1}(t)\right), \ldots, x_{i}\left(\tau_{i s_{i}}(t)\right), u_{i}(t)\right), \quad t \in\left[t_{i}, t_{i+1}\right],  \tag{i}\\
x_{i}(t) & =\varphi_{i}(t), \quad t \in\left[\tau_{i}, t_{i}\right), \quad x_{i}\left(t_{i}\right)=x_{i 0}+g_{i}\left(t_{i}, x_{i-1}\left(t_{i}\right)\right), \quad i=\overline{1, m} \tag{i}
\end{align*}
$$

Here, as above, $g_{1}=0$.
The solution $\left\{x_{i}\left(t ; \sigma_{i}\right), t \in\left[\tau_{i}, t_{i+1}\right]: i=\overline{1, m}\right\}$, where $\sigma_{i} \in B_{i 1}$, corresponding to the element $\sigma_{m} \in B_{m 1}$ is defined similarly (see Def.2.1).

Definition 3.1. The element $\sigma_{m} \in B_{m 1}$ is called admissible, if the following conditions are fulfilled

$$
\begin{equation*}
q^{p}\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}, x_{m}\left(t_{m+1}\right)\right)=0, \quad p=\overline{1, m} \tag{3.3}
\end{equation*}
$$

where $x_{m}(t)=x_{m}\left(t ; \sigma_{m}\right)$.
The set of admissible elements is denoted by $B_{0}$.
Definition 3.2. The element

$$
\widetilde{\sigma}_{m}=\left(\widetilde{t}_{1}, \ldots, \tilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}, \widetilde{u}_{1}, \ldots, \widetilde{u}_{m}\right) \in B_{0}
$$

is called optimal, if there exist a number $\widetilde{\delta}>0$ and compacts $\widetilde{K}_{i} \subset O_{i}$, $i=\overline{1, m}$, such that for an arbitrary element $\sigma_{m} \in B_{0}$ satisfying the condition

$$
\sum_{i=1}^{m+1}\left|\widetilde{t}_{i}-t_{i}\right|+\sum_{i=1}^{m}\left(\left|\widetilde{x}_{i 0}-x_{i 0}\right|+\left\|\widetilde{\varphi}_{i}-\varphi_{i}\right\|+H_{1}\left(\widetilde{f}_{i}-f_{i} ; \widetilde{K}_{i}\right)\right) \leq \widetilde{\delta}
$$

the following inequality is fulfilled

$$
\begin{align*}
& q^{0}\left(\widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}, \widetilde{x}_{m}\left(\widetilde{t}_{m+1}\right)\right) \leq \\
& \leq q^{0}\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}, x_{m}\left(t_{m+1}\right)\right) \tag{3.4}
\end{align*}
$$

Here

$$
\begin{array}{cc}
\widetilde{x}_{m}(t)=x_{m}\left(t ; \widetilde{\sigma}_{m}\right), & \widetilde{f}_{i}\left(\omega_{i}\right)=f_{i}\left(\omega_{i}, \widetilde{u}(t)\right) \\
f\left(\omega_{i}\right)=f\left(\omega_{i}, u(t)\right), & \omega_{i}=\left(t, x_{i 1}, \ldots, x_{i s_{i}}\right)
\end{array}
$$

The problem $\left(3.1_{i}\right)-\left(3.2_{i}\right),(3.3),(3.4)$ is called the optimal problem of neutral type with variable structure and discontinuous initial condition, and it consists in finding an optimal element $\widetilde{\sigma}_{m}$.

Theorem 3.1. Let $\widetilde{\sigma}$ be an optimal element, $\widetilde{t}_{1}>a$ and conditions 2.3)-2.5) of Theorem 2.2 be fulfilled. Let, besides, there exist finite limits:

$$
\begin{gathered}
\dot{\tilde{x}}_{m j}^{-}=\dot{\tilde{x}}_{m}\left(\eta_{m j}\left(\widetilde{t}_{m+1}-\right)\right), j=\overline{1, k_{m}} \\
\lim _{\omega_{m} \rightarrow \omega_{m}^{2}} \widetilde{f}_{m}\left(\omega_{m}\right)=f_{m s_{m}+1}^{-}, \omega_{m} \in\left(a, \widetilde{t}_{m+1}\right] \times O_{m}^{s_{m}}
\end{gathered}
$$

where $\omega_{m}^{2}=\left(\widetilde{t}_{m+1}, \widetilde{x}_{m}\left(\tau_{m 1}\left(\widetilde{t}_{m+1}\right)\right), \ldots, \widetilde{x}_{m}\left(\tau_{m s_{m}}\left(\widetilde{t}_{m+1}\right)\right)\right)$. Then there exist a vector $\pi=\left(\pi_{0}, \ldots, \pi_{l}\right) \neq 0, \pi_{0} \leq 0$, and a solution $\left\{\left(\psi_{i}(t), \chi_{i}(t)\right), t \in\right.$ $\left.\left[\widetilde{t_{i}}-\delta, \gamma_{i 0}\right]: i=\overline{1, m}, \delta>0\right\}^{*}$ of the variable structure system

$$
\begin{align*}
\left\{\begin{aligned}
\dot{\chi}_{i}(t) & =-\sum_{j=1}^{s_{i}} \psi_{i}\left(\gamma_{i j}(t)\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(t)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(t) \\
\psi_{i}(t) & =\chi_{i}(t)+\sum_{j=1}^{k_{i}} \psi_{i}\left(\rho_{i j}(t)\right) A_{i j}\left(\rho_{i j}(t)\right) \dot{\rho}_{i j}(t), \quad t \in\left[\widetilde{t_{i}}-\delta, \widetilde{t}_{i+1}\right]
\end{aligned}\right.  \tag{3.5}\\
\psi_{i}(t)=\chi_{i}(t)=0, \quad t \in\left(\widetilde{t}_{i+1}, \gamma_{i 0}\right], \quad i=\overline{1, m}
\end{align*}
$$

such that the following conditions are fulfilled:
3.1) the integral maximum principle for controls

$$
\begin{gathered}
\int_{\tilde{t}_{i}}^{\tilde{t}_{i+1}} \psi_{i}(t) \widetilde{f}_{i}[t] d t \geq \int_{\tilde{t}_{i}}^{\tilde{t}_{i+1}} \psi_{i}(t) f_{i}\left(t, \widetilde{x}_{i}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i s_{i}}\left(\tau_{i s_{i}}(t), u_{i}(t)\right) d t\right. \\
\forall u_{i}(\cdot) \in \Omega_{i}, \quad i=\overline{1, m}
\end{gathered}
$$

[^2]3.2) the integral maximum principle for initial functions
\[

$$
\begin{gathered}
\sum_{j=p_{i}+1}^{s_{i}} \int_{\tau_{i j}\left(\widetilde{t}_{i}\right)}^{\tilde{t}_{i}} \psi_{i}\left(\gamma_{i j}(t)\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(t)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(t) \widetilde{\varphi}_{i}(t) d t+ \\
+\sum_{j=1}^{k_{i}} \int_{\eta_{i j}\left(\widetilde{t}_{i}\right)}^{\tilde{t}_{i}} \psi_{i}\left(\rho_{i j}(t)\right) A_{i j}\left(\rho_{i j}(t)\right) \dot{\rho}_{i j}(t) \dot{\tilde{\varphi}}_{i}(t) d t \geq \\
\geq \sum_{j=p_{i}+1}^{s_{i}} \int_{\tau_{i j}\left(\tilde{t}_{i}\right)}^{\tilde{t}_{i}} \psi_{i}\left(\gamma_{i j}(t)\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(t)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(t) \varphi_{i}(t) d t+ \\
+\sum_{j=1}^{k_{i}} \int_{\eta_{i j}\left(\tilde{t}_{i}\right)}^{\tilde{t}_{i}} \psi_{i}\left(\rho_{i j}(t)\right) A_{i j}\left(\rho_{i j}(t)\right) \dot{\rho}_{i j}(t) \dot{\varphi}_{i}(t) d t, \quad \forall \varphi_{i}(\cdot) \in \Delta_{i 0}, i=\overline{1, m}
\end{gathered}
$$
\]

3.3) the conditions for the functions $\chi_{i}(t), i=\overline{1, m}$,

$$
\begin{gathered}
\pi \frac{\partial \widetilde{Q}}{\partial x_{m+1}}=\chi_{m}\left(\widetilde{t}_{m+1}\right), \quad \pi \frac{\partial \widetilde{Q}}{\partial x_{i}}=-\chi_{i}\left(\widetilde{t}_{i}\right), \quad i=\overline{1, m} \\
\chi_{i-1}\left(\widetilde{t}_{i}\right)=\chi_{i}\left(\widetilde{t}_{i}\right) \frac{\partial \widetilde{g}_{i}}{\partial x_{i-1}}, \quad i=\overline{2, m}
\end{gathered}
$$

3.4) the conditions for the moments $\widetilde{t}_{i}, i=\overline{1, m+1}$,

$$
\begin{gathered}
\pi \frac{\partial \widetilde{Q}}{\partial t_{i}} \geq-\psi_{i}\left(\widetilde{t}_{i}-\right)\left[\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\widetilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)\right)+\right. \\
\left.+\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{-}-\widehat{\gamma}_{i j}^{-}\right) f_{i j}^{-}\right]+\sum_{j=p_{i}+1}^{s_{i}} \psi_{i}\left(\gamma_{i j}-\right) f_{i j}^{-} \dot{\gamma}_{i j}^{-}- \\
\quad-\chi_{i}\left(\widetilde{t}_{i}\right)\left[\frac{\partial \widetilde{g}_{i}}{\partial t_{i}}-\dot{\widetilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)\right]-\chi_{i-1}\left(\widetilde{t}_{i}\right) \times \\
\times\left[\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\tilde{x}}_{i-1 j}^{-}+f_{i-1 s_{i-1}+1}^{-}\right], \quad i=\overline{1, m} \\
\pi \frac{\partial \widetilde{Q}}{\partial t_{m+1}} \geq-\psi_{m}\left(\widetilde{t}_{m+1}\right)\left[\sum_{j=1}^{k_{m}} A_{m j}\left(\widetilde{t}_{m+1}\right) \dot{\tilde{x}}_{m j}^{-}+f_{m s_{m}+1}^{-}\right]
\end{gathered}
$$

Here

$$
\begin{gathered}
Q=\left(q^{0}, \ldots, q^{l}\right)^{*}, \frac{\partial \widetilde{Q}}{\partial t_{i}}=\frac{\partial}{\partial t_{i}} Q\left(\widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}, \widetilde{x}_{m 1}\left(\widetilde{t}_{m+1}\right)\right) \\
\widetilde{f}_{i}[t]=\widetilde{f}_{i}\left(t, \widetilde{x}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t)\right)\right)
\end{gathered}
$$

Here and everywhere we suppose, that $\chi_{0}\left(\widetilde{t}_{1}\right)=0$.

Theorem 3.2. Let $\widetilde{\sigma}_{m}$ be an optimal element, $\widetilde{t}_{m+1}<b$, and the conditions of Theorem 2.3 be fulfilled. Let, besides, there exist finite limits

$$
\begin{gathered}
\dot{\tilde{x}}_{m j}^{+}=\dot{\widetilde{x}}_{m j}\left(\eta_{m j}\left(\widetilde{t}_{m+1}+\right)\right), \quad j=\overline{1, k_{m}} ; \\
\lim _{\omega_{m} \rightarrow \omega_{m}^{2}} \widetilde{f}_{m}\left(\omega_{m}\right)=f_{m s_{m}+1}^{+}, \quad \omega_{m} \in\left[\widetilde{t}_{m+1}, b\right) \times O_{i}^{s_{m}} .
\end{gathered}
$$

Then there exist a vector $\pi=\left(\pi_{0}, \ldots, \pi_{l}\right) \neq 0, \pi_{0} \leq 0$, and a solution $\left\{\left(\psi_{i}(t), \chi_{i}(t)\right), t \in\left[\widetilde{t}_{i}-\delta, \gamma_{i 0}\right]: i=\overline{1, m}, \delta>0\right\}$ of the system (3.5) such that the conditions 3.1)-3.3) are fulfilled. Moreover,

$$
\begin{aligned}
& \pi \frac{\partial \widetilde{Q}}{\partial t_{i}} \leq \psi_{i}\left(\widetilde{t}_{i}+\right)\left[\dot{\widetilde{\varphi}}_{i}\left(\widehat{t}_{i}\right)-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\tilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)\right)+\right. \\
& \left.\quad+\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{+}-\widehat{\gamma}_{i j}^{+}\right) f_{i j}^{+}\right]+\sum_{j=p_{i}+1}^{s_{i}} \psi_{i}\left(\gamma_{i j}+\right) f_{i j}^{+} \dot{\gamma}_{i j}^{+}-\chi_{i}\left(\widetilde{t}_{i}\right)\left[\frac{\partial \widetilde{g}_{i}}{\partial t_{i}}-\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)\right]- \\
& \quad-\chi_{i-1}\left(\widetilde{t}_{i}\right)\left[\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\tilde{x}}_{i-1 j}^{+}+f_{i-1 s_{i-1}+1}^{+}\right], \quad i=\overline{1, m} \\
& \pi \frac{\partial \widetilde{Q}}{\partial t_{m+1}} \leq-\psi_{m}\left(\widetilde{t}_{m+1}\right)\left[\sum_{j=1}^{k_{m}} A_{m j}\left(\widetilde{t}_{m+1}\right) \dot{\tilde{x}}_{m j}+f_{m s_{m}+1}^{+}\right]
\end{aligned}
$$

Theorem 3.3. Let $\widetilde{\sigma}_{m}$ be an optimal element, $\widetilde{t}_{1}, \widetilde{t}_{m+1} \in(a, b)$ and the conditions of Theorem 2.4 be fulfilled. Let, besides,

$$
\sum_{j=1}^{k_{m}} A_{m j}\left(\widetilde{t}_{m+1}\right) \dot{\widetilde{x}}_{m j}^{-}+f_{m s_{m}+1}^{-}=\sum_{j=1}^{k_{m}} A_{m j}\left(\widetilde{t}_{m+1}\right) \dot{\widetilde{x}}_{m j}^{+}+f_{m s_{m}+1}^{+}=f_{m s_{m}+1}
$$

Then there exist a vector $\pi=\left(\pi_{0}, \ldots, \pi_{l}\right) \neq 0, \pi_{0} \leq 0$, and a solution $\left\{\left(\psi_{i}(t), \chi_{i}(t)\right), t \in\left[\widetilde{t_{i}}-\delta, \gamma_{i 0}\right]: i=\overline{1, m}, \delta>0\right\}$ of the system (3.5) such that the conditions 3.1)-3.3) are fulfilled. Besides,

$$
\begin{aligned}
& \pi \frac{\partial \widetilde{Q}}{\partial t_{i}}=\psi_{i}\left(\widetilde{t}_{i}\right)\left[\dot{\tilde{\varphi}}_{i}\left(\widehat{t}_{i}\right)-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\tilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)\right)+f_{i 0}\right]+ \\
& \quad+\sum_{j=p_{i}+1}^{s_{i}} \psi_{i}\left(\gamma_{i j}\right) f_{i j}-\chi_{i}\left(\widetilde{t}_{i}\right)\left[\frac{\partial \widetilde{g}_{i}}{\partial t_{i}}-\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)\right]-\chi_{i-1}\left(\widetilde{t}_{i}\right) f_{i-1 s_{i}+1}, \quad i=\overline{1, m}, \\
& \pi \frac{\partial \widetilde{Q}}{\partial t_{m+1}}=-\psi_{m}\left(\widetilde{t}_{m+1}\right) f_{m s_{m}+1} .
\end{aligned}
$$

Some comments. From the integral maximum principle 3.1) by standard way follows the pointwise maximum principle

$$
\begin{equation*}
\psi_{i}(t) \widetilde{f}_{i}[t]=\max _{u_{i} \in U_{i}} \psi_{i}(t) f_{i}\left(t, \widetilde{x}\left(\tau_{i 1}(t)\right), \ldots, \widetilde{x}_{i}\left(\tau_{i s_{i}}(t), u_{i}\right)\right. \tag{3.6}
\end{equation*}
$$

almost everywhere on $\left[\widetilde{t}_{i}, \widetilde{t}_{i+1}\right]$.

The addends

$$
\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{-}-\widehat{\gamma}_{i j}^{-}\right) f_{i j}^{-} \text {and } \sum_{j=p_{i}}^{s_{i}} \psi_{i}\left(\gamma_{i j}-\right) f_{i j}^{-} \gamma_{i j}^{-}
$$

in the condition 3.3) are the effects discontinuity of the initial condition.
Let $\widetilde{\varphi}_{i}\left(\widetilde{t_{i}}\right)=\widetilde{x}_{i}\left(\widetilde{t_{i}}\right)$. Then $f_{i 0}^{-}=\cdots=f_{i p_{i}}^{-}, f_{i j}^{-}=0, j=\overline{p_{i}+1, s_{i}}$. In this case the conditions for moments $\overline{t_{i}}, i=\overline{1, m}$, are simple.

Let the functions $\dot{\gamma}_{i j}(t), j=\overline{1, s_{i}}, \widetilde{u}_{i}(t), f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}, u_{i}\right)$ be piece-wise-continuous in $t$. Then the conditions of Theorems 3.1 and 3.2 connected with existence of one-side limits are fulfilled.

Let

$$
\dot{\gamma}_{i p_{i}}^{-}<\cdots<\dot{\gamma}_{i 1}^{-}, \quad \dot{\gamma}_{i 1}^{+}<\cdots<\dot{\gamma}_{i p_{i}}^{+}, \quad i=\overline{1, m}
$$

Then the conditions 2.4) and 2.6) are fulfilled, respectively.
Theorems 3.1 and 3.2 correspond to the cases, where the variations at the points $\widetilde{t}_{i}, i=\overline{1, m+1}$, take place on the left and on the right, respectively.

Theorem 3.3 corresponds to the case where at the points $\widetilde{t}_{i}, i=\overline{1, m+1}$, double-sided variations take place.

## 4. Economic Problem with Variable Structure

In this section we consider the problem of optimal distribution of the invested capital, as well as of optimal determination of investment periods, among various economy branches.

Let the economy be divided into $n_{i}$ various branches, where $i=\overline{1, m}$ are different periods of investment. Suppose that $x_{i}^{j}, j=\overline{1, n_{i}}$, is the total volume of the output produced by the $j$-th branch in the corresponding investment period. $x_{i}=\left(x_{i}^{1}, \ldots, x_{i}^{n_{i}}\right)^{*}$ is the state vector of the system, $u_{i}^{j}$, $j=\overline{1, n_{i}}$, are proportionality coefficients of the invested capital for the $j$-th branch in the corresponding period, $u_{i}=\left(u_{i}^{1}, \ldots, u_{i}^{n_{i}}\right)^{*}$ is the control vector parameter. If we take into account that the investment gives the real result after a certain lapse of time $\tau_{i}>0, i=\overline{1, m}$ (delay), and also recurrent process factor, then the process of economic development, on the basis of the balance equation of V. Leontief's dynamical model, can be described as the following neutral optimal control problem:

$$
\begin{gather*}
\dot{x}_{i}(t)=A_{i}(t) \dot{x}_{i}\left(t-\tau_{i}\right)+B_{i}(t) x_{i}\left(t-\tau_{i}\right)+ \\
+D_{i}(t) u_{i}(t), \quad t \in\left[t_{i}, t_{i+1}\right]  \tag{i}\\
\left\{\begin{array}{l}
x_{i}(t)=\varphi_{i 0}(t), \quad t \in\left[t_{i}-\tau_{i}, t_{i}\right), \quad i=\overline{1, m} \\
x_{1}\left(t_{1}\right)=x_{10}, \quad x_{i}\left(t_{i}\right)=E_{i} x_{i-1}\left(t_{i}\right), \quad i=\overline{2, m}
\end{array}\right. \tag{i}
\end{gather*}
$$

with the final condition

$$
\begin{equation*}
x_{m}\left(t_{m+1}\right)=x_{m 1} \tag{4.3}
\end{equation*}
$$

and the cost function

$$
\begin{equation*}
t_{m+1}-t_{1} \longrightarrow \min \tag{4.4}
\end{equation*}
$$

where $t_{1}$ is a fixed initial moment; $x_{11} \in R_{+}^{n_{1}}$ and $x_{m 1} \in R_{+}^{n_{m}}$ are fixed points; $\varphi_{i 0}:\left[a-\tau_{i}, b\right] \rightarrow R_{+}^{n_{i}}$ are fixed continuously differentiable initial functions; $A_{i}(t), B_{i}(t), D_{i}(t), t \in J, i=\overline{1, m}$, are $n_{i} \times n_{i}$-dimensional continuous matrix functions; $E_{i}, i=\overline{2, m}$, are $n_{i} \times n_{i-1}$ dimensional constant matrices;
$u_{i}(t) \in U_{i}=\left\{u_{i}=\left(u_{i}^{1}, \ldots, u_{i}^{n_{i}}\right)^{*}: \sum_{j=1}^{n_{i}} u_{i}^{j} \leq 1,0 \leq u_{i}^{j} \leq 1, j=\overline{1, n}\right\}, \quad t \in J$,
are piecewise-continuous control functions.
Next,

$$
A_{i}(t)=C_{i}^{-1} K_{i}^{0}(t), \quad B_{i}(t)=C_{i}^{-1} K_{i}^{1}(t), D_{i}(t)=C_{i}^{-1} I_{i}(t),
$$

where $C_{i}$ is a non-degenerate matrix of the material cost coefficients $c_{i}^{p j}$, $p, j=\overline{1, n_{i}}$ which show the output quantity which the $p$-th branch must invest in the $j$-th branch so that the latter could produce one unit of output during the $i$-th period of investment. $K_{i}^{0}(t)$ is a diagonal matrix with coefficients of intensity of the output quantity of the $i$-th branch on the main diagonal. $K_{i}^{1}(t)$ is a diagonal matrix with accumulation coefficients of the $i$-th branch on the man diagonal. $I_{i}(t)$ is the volume of credit or foreign capital.

Our aim is to choose such investment proportionality coefficients, i.e., such controls $u_{i}(t), t \in\left[t_{i}, t_{i+1}\right], i=\overline{1, m}$, and investment structure change moments $t_{i}, i=\overline{2, m}$, the final moment being $t_{m+1}$, that the corresponding solution $\left\{x_{i}(t) \in R_{+}^{n_{i}}, t \in\left[t_{i}-\tau_{i}, t_{i+1}\right]: i=\overline{1, m}\right\}$ of the system (3.1 ${ }_{i}$ ) satisfies the condition $\left(3.2_{i}\right),(3.3)$ and the effectiveness function (3.4) takes the least possible value.

Below, for the optimal control problem (4.1 $)$, (4.2 $)_{i}$, (4.3), (4.4) we formulate the necessary conditions of optimality, which follow from Theorem 3.3.

Theorem 4.1. Let $\widetilde{u}_{i}(t), t \in\left[\widetilde{t}_{i}, \widetilde{t}_{i+1}\right], i=\overline{1, m}$, be optimal controls, $\widetilde{t}_{i} \in(a, b), i=\overline{2, m}$, be optimal time moments at which the system structure changes, $\widetilde{t}_{m+1}$ be optimal final moment and let $\left\{\widetilde{x}_{i}(t) \in R_{+}^{n_{i}}, \widetilde{t}_{i}-\tau_{i} \leq t \leq\right.$ $\left.\tilde{t}_{i+1}, i=\overline{1, m}\right\}$ be the corresponding solution and $\dot{\tilde{x}}_{i}\left(t-\tau_{i}\right), i=\overline{1, m}$, be continuous at the points $\widetilde{t}_{i+1}, i=\overline{1, m}$, respectively. Besides, let $\widetilde{t}_{i}+\tau_{i}<\widetilde{t}_{i+1}$, $\widetilde{t}_{i}, \widetilde{t}_{i}+\tau_{i} \notin\left\{\widetilde{t}_{i+1}-k \tau_{i}: k=1,2, \ldots\right\}, i=\overline{1, m}$. Then there exists a solution $\left\{\left(\psi_{i}(t), \chi_{i}(t)\right), t \in\left[\widetilde{t}_{i}, \widetilde{t}_{i}+\tau_{i}\right]: i=\overline{1, m}\right\}$ of the variable structure system

$$
\begin{aligned}
& \left\{\begin{array}{l}
\dot{\chi}_{i}(t)=-\psi_{i}\left(t+\tau_{i}\right) B_{i}\left(t+\tau_{i}\right), \\
\psi_{i}(t)=\chi_{i}(t)+\psi_{i}\left(t+\tau_{i}\right) A_{i}\left(t+\tau_{i}\right),
\end{array} \quad t \in\left[\widetilde{t_{i}}, \widetilde{t}_{i+1}\right],\right. \\
& \psi_{i}(t)=\chi_{i}(t)=0, t \in\left(\widetilde{t}_{i+1}, \widetilde{t}_{i+1}+\tau_{i}\right], \quad i=\overline{1, m},
\end{aligned}
$$

where $\psi_{i}(t)$ is a piecewise-continuous function, such that $\left(\psi_{m}(t), \chi_{m}(t)\right) \neq 0$, $t \in\left[\widetilde{t}_{m}, \widetilde{t}_{m+1}\right]$ and the following conditions are fulfilled:
4.1) the maximum principle

$$
\psi_{i}(t) B_{i}(t) \widetilde{u}_{i}(t)=\max _{u_{i} \in U_{i}} \psi_{i}(t) B_{i}(t) u_{i}, \quad t \in\left[\widetilde{t}_{i}, \widetilde{t}_{i+1}\right], \quad i=\overline{1, m}
$$

4.2) the condition for $\chi_{i}(t), i=\overline{2, m}$,

$$
\chi_{i-1}\left(\widetilde{t_{i}}\right)=\chi_{i}\left(\widetilde{t_{i}}\right) E_{i}
$$

4.3) the condition for the final moment $\widetilde{t}_{m+1}$

$$
\begin{gathered}
\psi_{m}\left(\widetilde{t}_{m+1}\right)\left[A_{m}\left(\widetilde{t}_{m+1}\right) \dot{\tilde{x}}_{m}\left(\widetilde{t}_{m+1}-\tau_{m}\right)+B_{m}\left(\widetilde{t}_{m+1}\right) \widetilde{x}\left(\widetilde{t}_{m+1}-\tau_{m}\right)+\right. \\
\left.+D_{m}\left(\widetilde{t}_{m+1}\right) \widetilde{u}_{m}\left(\widetilde{t}_{m+1}\right)\right] \geq 0
\end{gathered}
$$

4.4) the conditions for the moments $\tilde{t}_{i}, i=\overline{2, m}$,

$$
\begin{gathered}
\psi_{i}\left(\widetilde{t}_{i}\right)\left[\dot{\varphi}_{i 0}\left(\widetilde{t}_{1}\right)-A_{i}\left(\widetilde{t}_{i}\right) \dot{\varphi}_{i 0}\left(\widetilde{t}_{1}-\tau_{i}\right)-B_{i}\left(\widetilde{t}_{i}\right) \varphi_{i 0}\left(\widetilde{t}_{1}-\tau_{i}\right)-D_{i} \widetilde{u}_{i}\left(\widetilde{t}_{i}\right)\right]- \\
-\psi_{i}\left(\widetilde{t}_{i}+\tau_{i}\right)\left[E_{i} \widetilde{x}_{i}\left(\widetilde{t}_{i}\right)-\varphi_{i 0}\left(\widetilde{t}_{i}\right)\right]-\chi_{i}\left(\widetilde{t}_{i}\right) \dot{\varphi}_{i 0}\left(\widetilde{t}_{i}\right)+ \\
\quad+\chi_{i-1}\left(\widetilde{t}_{i}\right)\left[A_{i-1}\left(\widetilde{t}_{i}\right) \dot{x}_{i-1}\left(\widetilde{t}_{i}-\tau_{i}\right)+\right. \\
\left.+B_{i-1}\left(\widetilde{t}_{i}\right) \widetilde{x}_{i-1}\left(\widetilde{t_{i}}-\tau_{i}\right)+D_{i}\left(\widetilde{t}_{i}\right) \widetilde{u}_{i}\left(\widetilde{t_{i}}\right)\right]=0 .
\end{gathered}
$$

## 5. Proof of Theorem 3.1

Consider the topological vector space

$$
E_{\mu_{m}}=R^{1+m} \times \prod_{i=1}^{m} R^{n_{i}} \times \prod_{i=1}^{m} E_{\varphi_{i}} \times \prod_{i=1}^{m} E_{f_{i}}=E_{x} \times E_{\zeta}
$$

of the points $\mu_{m}=(x, \zeta)$, where
$x=\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}\right) \in E_{x}, \quad \zeta=\left(\varphi_{1}, \ldots, \varphi_{m}, f_{1}, \ldots, f_{m}\right) \in E_{\zeta}$.
The set

$$
X_{0}=\left(a, \widetilde{t}_{1}\right] \times \prod_{i=1}^{m}\left(\widetilde{t_{i}}, \widetilde{t}_{i+1}\right] \times \prod_{i=1}^{m} O_{i} \subset E_{x}
$$

is a locally convex subspace.
By $D_{0} \subset E_{\mu_{m}}$ we denote the set of the elements

$$
\mu_{m} \in X_{0} \times \prod_{j=1}^{m} \Delta_{j 0} \times \prod_{j=1}^{m} E_{f_{j}}
$$

to each of which there corresponds the solution $\left\{x_{i}\left(t ; \mu_{i}\right), t \in\left[\tau_{i}, t_{i+1}\right]: i=\right.$ $\overline{1, m}\}$. The set $D_{0}$ is not empty, because $\widetilde{\mu}_{m} \in D_{0}$.

Lemma 5.1. The set $D_{0}$ is finitely locally convex.
Proof. Let $\mu_{m 0}=\left(x_{0}, \zeta_{0}\right) \in D_{0}$, where

$$
x_{0}=\left(t_{1}^{0}, \ldots, t_{m+1}^{0}, x_{10}^{0}, \ldots, x_{m 0}^{0}\right), \quad \zeta_{0}=\left(\varphi_{1}^{0}, \ldots, \varphi_{m}^{0}, f_{1}^{0}, \ldots, f_{m}^{0}\right),
$$

is an arbitrary fixed point and $L_{\zeta_{0}} \subset E_{\zeta}$ is a linear finite dimensional manifold passing through the point $\zeta_{0}$, i.e.,

$$
L_{\zeta_{0}}=\left\{\zeta_{0}+\delta \zeta: \delta \zeta=\sum_{j=1}^{k_{0}} \lambda_{j} \delta \zeta_{j}, \lambda_{j} \in R, j=\overline{1, k_{0}}\right\}
$$

where

$$
\delta \zeta_{j}=\left(\delta \varphi_{1 j}, \ldots, \delta \varphi_{m j}, \delta f_{1 j}, \ldots, \delta f_{m j}\right) \in E_{\zeta}, \quad j=\overline{1, k_{0}}
$$

are fixed points.
Let $\left\{x_{i}^{0}(t)=x_{i}\left(t ; \mu_{i 0}\right), t \in\left[t_{i}^{0}, t_{i+1}^{0}\right]: i=\overline{1, m}\right\}$ be the solution corresponding to the element $\mu_{m 0}$ and $K_{i 0} \subset O_{i}$ be a compact set containing some neighborhood of the set $\varphi_{i}^{0}\left(J_{i}\right) \cup x_{i}^{0}\left(\left[t_{i}^{0}, t_{i+1}^{0}\right]\right)$.

There exists a number $\delta_{0}>0$ such that to every element

$$
\begin{gathered}
\mu_{m} \in\left(V\left(t_{1}^{0} ; \delta_{0}\right) \cap\left(a, \widetilde{t}_{1}\right]\right) \times \prod_{j=1}^{m}\left(V\left(t_{i+1}^{0} ; \delta_{0}\right) \cap\left(\widetilde{t}_{i}, \widetilde{t}_{i+1}\right]\right) \times \\
\times \prod_{j=1}^{m}\left(V\left(x_{i 0}^{0} ; \delta_{0}\right) \cap O_{i}\right) \times \prod_{j=1}^{m}\left(V\left(\varphi_{i}^{0} ; \delta_{0}\right) \cap \Delta_{i 0}\right) \times \prod_{j=1}^{m}\left(f_{i}^{0}+W\left(K_{i 0} ; \delta_{0}\right)\right)
\end{gathered}
$$

there corresponds the solution $\left\{x_{i}\left(t ; \mu_{i}\right) \in \operatorname{int} K_{i 0}, t \in\left[t_{i}^{0}, t_{i+1}^{0}\right]: i=\overline{1, m}\right\}$ (see Remark 2.1).

Let a number $\delta_{1} \in\left[0, \delta_{0}\right]$ be so small that the neighborhood of the point $\zeta_{0}$

$$
V_{\zeta_{0}}=\left\{\zeta_{0}+\sum_{j=1}^{k_{0}} \lambda_{j} \delta \zeta_{j}:\left|\lambda_{j}\right| \leq \delta_{1}, j=\overline{1, k_{0}}\right\}
$$

is included in the set

$$
\prod_{i=1}^{m}\left(V\left(\varphi_{i}^{0} ; \delta_{0}\right) \cap \Delta_{i 0}\right) \times \prod_{i=1}^{m}\left(f_{i}^{0}+W\left(K_{i 0} ; \delta_{0}\right)\right)
$$

Thus there exist convex neighborhoods

$$
\begin{aligned}
& V_{x_{0}}=\left(V\left(t_{1}^{0} ; \delta_{0}\right) \cap\left(a, \widetilde{t}_{1}\right]\right) \times \prod_{j=1}^{m}\left(V\left(t_{i+1}^{0} ; \delta_{0}\right) \cap\left(\widetilde{t}_{i}, \widetilde{t}_{i+1}\right]\right) \times \\
& \times \prod_{i=1}^{m}\left(V\left(x_{i 0}^{0} ; \delta_{0}\right) \cap O_{i}\right) \subset X_{0}
\end{aligned}
$$

and $V_{\zeta_{0}} \subset L_{\zeta_{0}}$ such that $V_{x_{0}} \times V_{\zeta_{0}} \subset D_{0}$.
Hence the set $D_{0}$ is finitely locally convex.
On the set $D_{0}$ we define the mapping

$$
T: D_{0} \longrightarrow R^{n_{m}}
$$

by the formula

$$
T\left(\mu_{m}\right)=x_{m}\left(t_{m+1} ; \mu_{m}\right)
$$

Lemma 5.2. The mapping $T$ is differentiable at the point $\widetilde{\mu}_{m}=(\widetilde{x}, \widetilde{\zeta})$ :

$$
\begin{align*}
& d T_{\widetilde{\mu}_{m}}\left(\delta \mu_{m}\right)=\sum_{i=1}^{m}\left\{Y _ { i } ( \widetilde { t } _ { i } - ) \left[\dot{\widetilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\widetilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)+\right.\right.\right. \\
& \left.+\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{-}-\widehat{\gamma}_{i j}^{-}\right) f_{i j}^{-}\right]-\sum_{j=p_{i}+1}^{s_{i}} Y_{i}\left(\gamma_{i j}-\right) f_{i j}^{-} \dot{\gamma}_{i j}^{-}+ \\
& +\Phi_{i}\left(\widetilde{t}_{i}\right)\left[\frac{\partial \widetilde{g}_{i}}{\partial t_{i}}-\dot{\widetilde{\varphi}}\left(\widetilde{t}_{i}\right)+\Phi_{i-1}\left(\widetilde{t}_{i}\right)\left[\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\widetilde{x}}_{i j}^{-}+\right.\right. \\
& \left.+f_{i-1 s_{i-1}+1}^{-}\right\} \delta t_{i}+f_{m s_{m}+1}^{-} \delta t_{m+1}+\sum_{i=1}^{m} \Phi_{i}\left(\widetilde{t}_{i}\right) \delta x_{i 0}+ \\
& +\sum_{i=1}^{m}\left\{\sum_{j=p_{i}+1}^{s_{i}} \int_{\tau_{i j}\left(\tilde{t}_{i}\right)}^{\tilde{t}_{i}} Y_{i}\left(\gamma_{i j}(t)\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(t)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(t) \delta \varphi_{i}(t) d t+\right. \\
& +\sum_{j=1}^{k_{i}} \int_{\eta_{i j}\left(\tilde{t}_{i}\right)}^{\tilde{t}_{i}} Y_{i}\left(\rho_{i j}(t)\right) A_{i j}\left(\rho_{i j}(t) \dot{\rho}_{i j}(t) \dot{\delta} \varphi_{i}(t) d t+\int_{\tilde{t}_{i}}^{\tilde{t}_{i+1}} Y_{i}(t) \delta f_{i}[t] d t\right\}, \tag{5.1}
\end{align*}
$$

where $\Phi_{i}(t), Y_{i}(t), i=\overline{1, m}$, are matrix functions satisfying the system

$$
\left\{\begin{array}{l}
\dot{\Phi}_{i}(t)=-\sum_{j=1}^{s_{i}} Y_{i}\left(\gamma_{i j}(t)\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(t)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(t), \quad t \in\left[\widetilde{t}_{i}-\delta, \widetilde{t}_{i+1}\right]  \tag{5.2}\\
Y_{i}(t)=\Phi_{i}(t)+\sum_{j=1}^{k_{i}} Y_{i}\left(\rho_{i j}(t)\right) A_{i j}\left(\rho_{i j}(t) \dot{\rho}_{i j}(t), \quad i=\overline{1, m}\right.
\end{array}\right.
$$

and the conditions

$$
\left\{\begin{array}{l}
\Phi_{i-1}\left(\widetilde{t}_{i}\right)=\Phi_{i}\left(\widetilde{t}_{i}\right) \frac{\partial \widetilde{g}_{i}}{\partial x_{i-1}}, \quad Y_{i-1}\left(\widetilde{t}_{i}\right)=Y_{i}\left(\widetilde{t}_{i}\right) \frac{\partial \widetilde{g}_{i}}{\partial x_{i-1}}, \quad i=\overline{2, m}  \tag{5.3}\\
\Phi_{i}(t)=Y_{i}(t)=\Theta_{i}, \quad t>\widetilde{t}_{i+1}, \quad i=\overline{1, m}, \quad \Phi_{m}\left(\widetilde{t}_{m+1}\right)=I_{m}
\end{array}\right.
$$

Proof. Let $L_{\tilde{\zeta}} \subset E_{\zeta}$ be a linear finite dimensional manifold and let

$$
V_{01} \subset X_{0}-\widetilde{x}, \quad V_{11} \subset L_{\tilde{\zeta}}-\widetilde{\zeta}
$$

be bounded convex neighborhoods of zero, where

$$
\widetilde{x}=\left(\widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}\right), \widetilde{\zeta}=\left(\widetilde{\varphi}_{1}, \ldots, \widetilde{\varphi}_{m}, \widetilde{f}_{1}, \ldots, \widetilde{f}_{m}\right)
$$

It follows from finitely locally convexity of the set $D_{0}$ and Theorem 2.2 the existence of a number $\varepsilon_{0}>0$ such that for an arbitrary $\left(\varepsilon, \delta \mu_{m}\right) \in$ $\left[0, \varepsilon_{0}\right] \times V_{01} \times V_{11}$ we have $\widetilde{\mu}_{m}+\varepsilon \delta \mu_{m} \in D_{0}$ and

$$
\begin{gathered}
\Delta x_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta t_{m+1} ; \varepsilon \delta \mu_{m}\right)=\varepsilon \delta x_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta \mu_{m} ; \delta \mu_{m}\right)+ \\
+o\left(\widetilde{t}_{m+1}+\varepsilon \delta t_{m+1} ; \varepsilon \delta \mu_{m}\right),
\end{gathered}
$$

where the variation $\delta x_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta \mu_{m} ; \delta \mu_{m}\right)$ is calculated by the formula (2.4).

We have

$$
\begin{align*}
& T\left(\widetilde{\mu}_{m}+\varepsilon \delta \mu_{m}\right)-T\left(\widetilde{\mu}_{m}\right)=x_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta t_{m+1} ; \widetilde{\mu}_{m}+\varepsilon \delta \mu_{m}\right)-\widetilde{x}_{m}\left(\widetilde{t}_{m+1}\right)= \\
& =x_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta t_{m+1} ; \widetilde{\mu}_{m}+\varepsilon \delta \mu_{m}\right)-\widetilde{x}_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta t_{m+1}\right)+ \\
& \\
& \quad+\left[\widetilde{x}_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta t_{m+1}\right)-\widetilde{x}_{m}\left(\widetilde{t}_{m+1}\right)\right]= \\
& =\varepsilon \delta x_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta \mu_{m+1} ; \delta \mu_{m}\right)+\int_{\tilde{t}_{m+1}}^{\widetilde{t}_{m+1}+\varepsilon \delta t_{m+1}} \widetilde{f}_{m}[t] d t+o(\varepsilon \delta \mu) \tag{5.4}
\end{align*}
$$

It is easy to see that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \delta x_{m}\left(\widetilde{t}_{m+1}+\varepsilon \delta t_{m+1} ; \delta \mu_{m}\right)=\delta x_{m}\left(\widetilde{t}_{m+1} ; \delta \mu_{m}\right) \tag{5.5}
\end{equation*}
$$

uniformly for $\delta \mu_{m} \in V_{01} \times V_{11}$ and

$$
\begin{equation*}
\int_{\tilde{t}_{m+1}}^{\tilde{t}_{m+1}+\varepsilon \delta t_{m+1}} \widetilde{f}_{m}[t] d t=\varepsilon f_{m s_{m}+1}^{-} \delta t_{m+1}+o\left(\varepsilon \delta \mu_{m}\right) \tag{5.6}
\end{equation*}
$$

Let us introduce the following notation:

$$
\left\{\begin{array}{l}
\Phi_{m}(t)=\Phi_{m}\left(t ; \widetilde{t}_{m+1}\right), \quad Y_{m}(t)=Y_{m}\left(t ; \widetilde{t}_{m+1}\right),  \tag{5.7}\\
\Phi_{i-1}(t)=\Phi_{i}\left(\widetilde{t}_{i}\right) \frac{\partial \widetilde{g}_{i}}{\partial x_{i-1}} \Phi_{i-1}\left(t ; \widetilde{t}_{i}\right), \\
Y_{i-1}(t)=\Phi_{i}\left(\widetilde{t}_{i}\right) \frac{\partial \tilde{g}_{i}}{\partial x_{i-1}} Y_{i-1}\left(t ; \widetilde{t}_{i}\right), \quad i=\overline{m, 2}
\end{array}\right.
$$

Obviously $\Phi_{i}(t), Y_{i}(t)$ satisfies the system (5.2) and the conditions (5.3) (see (2.5) and (2.6)).

From (5.4), taking into consideration (5.5), (5.6), (5.7) and the variation formulas (2.4), we get

$$
\begin{align*}
T\left(\widetilde{\mu}_{m}\right. & \left.+\varepsilon \delta \mu_{m}\right)-T\left(\widetilde{\mu}_{m}\right)=\varepsilon\left[\delta x_{m}\left(\widetilde{t}_{m+1} ; \delta \mu_{m}\right)+\sum_{j=1}^{k_{m}} A_{m_{j}}\left(\widetilde{t}_{m+1}\right) \dot{\widetilde{x}}_{m_{j}}^{-}+\right. \\
& \left.\left.+f_{m s_{m}+1}^{-}\right) \delta t_{m+1}\right]+o\left(\varepsilon \delta \mu_{m}\right)=\varepsilon d T_{\widetilde{\mu}_{m}}\left(\delta \mu_{m}\right)+o\left(\varepsilon \delta \mu_{m}\right) \tag{5.8}
\end{align*}
$$

where

$$
\begin{gathered}
\delta x_{m}\left(\widetilde{t}_{m+1} ; \delta \mu_{m}\right)=\left\{Y _ { m } ( \widetilde { t } _ { m } - ) \left[\dot{\tilde{\varphi}}_{m}\left(\widetilde{t}_{m}\right)-\right.\right. \\
-\sum_{j=1}^{k_{m}} A_{m_{j}}\left(\widetilde{t}_{m}\right) \dot{\tilde{\varphi}}_{m}\left(\eta_{m_{j}}\left(\widetilde{t}_{m}\right)+\sum_{j=0}^{p_{m}}\left(\widehat{\gamma}_{m j+1}^{-}-\widehat{\gamma}_{m j}^{-}\right) f_{i j}^{-}\right]- \\
-\sum_{j=p_{m}+1}^{s_{m}} Y_{m}\left(\gamma_{m j}-\right) f_{m j}^{-} \dot{\gamma}_{m j}^{-}+\Phi_{m}\left(\widetilde{t}_{m}\right)\left(\frac{\partial \widetilde{g}_{m}}{\partial t_{m}}-\dot{\tilde{\varphi}}_{m}\left(\widetilde{t}_{m}\right)\right)+
\end{gathered}
$$

$$
\begin{aligned}
& \left.+\Phi_{m-1}\left(\widetilde{t}_{m}\right)\left[\sum_{j=1}^{k_{m-1}} A_{m-1 j}\left(\widetilde{t}_{m}\right) \dot{\tilde{x}}_{m-1 j}^{-}+f_{m-1 s_{m-1}+1}^{-}\right]\right\} \delta t_{m}+ \\
& +\Phi_{m}\left(\widetilde{t}_{m}\right) \delta x_{m 0}+\Phi_{m-1}\left(\widetilde{t}_{m}\right) \delta x_{m-1}\left(\widetilde{t}_{m} ; \delta \mu_{m-1}\right)+ \\
& +\sum_{j=p_{m}+1}^{s_{m}} \int_{\tau_{m j}}^{\tilde{t}_{m}} Y_{m}\left(\gamma_{m j}(t)\right) \frac{\partial \widetilde{f}_{m}\left[\gamma_{m j}(t)\right]}{\partial x_{m j}} \dot{\gamma}_{m j}(t) \delta \varphi_{m}(t) d t+ \\
& +\sum_{j=1}^{k_{m-1}} \int_{\eta_{m j}\left(\widetilde{t}_{m}\right)}^{\tilde{t}_{m}} Y_{m}\left(\rho_{m j}(t)\right) A_{m j}\left(\rho_{m j}(t)\right) \dot{\rho}_{m j}(t) \dot{\delta} \varphi_{m}(t) d t+\int_{\tilde{t}_{m}}^{\tilde{t}_{m+1}} Y_{m}(t) \delta f_{m}[t] d t
\end{aligned}
$$

Continuing this process with respect to the variation $\delta x_{j}\left(t ; \delta \mu_{i}\right), i=$ $\overline{m-1,1}$, and grouping terms in suitable way, from (5.8) we obtain the formula (5.1).

Now consider the space $E_{z}=R \times E_{\mu_{m}}$ of the points $z=\left(\xi, \mu_{m}\right)$.
Define the set

$$
X=[0 ; \infty) \times X_{0}, \quad D=[0, \infty) \times D_{0}
$$

Obviously the set $D \subset X \times E_{\zeta}$ is finitely locally convex (see Lemma 5.1).
On the set $D$ we define the mapping

$$
P: D \longrightarrow R^{1+l}
$$

by the formula

$$
P(z)=Q\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{0 m}, T\left(\mu_{m}\right)\right)+(\xi, 0, \ldots, 0)^{*}
$$

where $Q=\left(q^{0}, \ldots, q^{l}\right)^{*}$.
Lemma 5.3. The mapping $P$ is differentiable at the point $\widetilde{z}=\left(0, \widetilde{\mu}_{m}\right)$ :

$$
\begin{gathered}
d P_{\widetilde{z}}(\delta z)=\sum_{i=1}^{m}\left\{\left[\frac{\partial \widetilde{Q}}{\partial t_{i}}+\frac{\partial \widetilde{Q}}{\partial x_{m+1}}\left(Y_{i}\left(\widetilde{t}_{i}-\right) \dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)-\right.\right.\right. \\
\left.-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\widetilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)\right)+\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{-}-\widehat{\gamma}_{i j}^{-}\right) f_{i j}^{-}\right)- \\
-\sum_{j=p_{i}+1}^{s_{i}} \frac{\partial \widetilde{Q}}{\partial x_{m+1}} Y_{i}\left(\gamma_{i j}-\right) f_{i j}^{-} \dot{\gamma}_{i j}^{-}+\frac{\partial \widetilde{Q}}{\partial x_{m+1}} \Phi_{i}\left(\widetilde{t}_{i}\right)\left(\frac{\partial \widetilde{g}_{i}}{\partial t_{i}}-\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)\right)+ \\
\left.+\frac{\partial \widetilde{Q}}{\partial x_{m+1}} \Phi_{i-1}\left(\widetilde{t}_{i}\right)\left(\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\tilde{x}}_{i-1 j}^{-}+f_{i-1 s_{i-1}+1}^{-}\right)\right] \delta t_{i}+ \\
+\left(\frac{\partial \widetilde{Q}}{\partial x_{i}}+\frac{\partial \widetilde{Q}}{\partial x_{m+1}} \Phi_{i}\left(\widetilde{t}_{i}\right)\right) \delta x_{i 0}+
\end{gathered}
$$

$$
\begin{gather*}
+\sum_{j=p_{i}+1}^{s_{i}} \int_{\tau_{i j}\left(\widetilde{t}_{i}\right)}^{\tilde{t}_{i}} \frac{\partial \widetilde{Q}}{\partial x_{m+1}} Y_{i}\left(\gamma_{i j}(t)\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(t)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(t) \delta \varphi_{i}(t) d t+ \\
+\sum_{j=1}^{k_{i}} \int_{\tau_{i j}\left(\tilde{t}_{i}\right)}^{\tilde{t}_{i}} \frac{\partial \widetilde{Q}}{\partial x_{m+1}} Y_{i}\left(\rho_{i j}(t)\right) A_{i j}\left(\rho_{i j}(t)\right) \dot{\rho}_{i j}(t) \dot{\delta} \varphi_{i}(t) d t \\
\left.+\int_{\tilde{t}_{i}}^{\tilde{t}_{i+1}} \frac{\partial \widetilde{Q}}{\partial x_{m+1}} Y_{i}(t) \delta f_{i}[t] d t\right\}+\left[\frac{\partial \widetilde{Q}}{\partial t_{m+1}}+\right. \\
\left.+\frac{\partial \widetilde{Q}}{\partial x_{m+1}}\left(\sum_{j=1}^{k_{m}} A_{m j}\left(\widetilde{t}_{m+1}\right) \dot{\vec{x}}_{m j}^{-}+f_{m s_{m}+1}^{-}\right)\right] \delta t_{m+1}+(\delta \xi, 0, \ldots, 0)^{*},  \tag{5.9}\\
\delta z=\left(\delta \xi, \delta \mu_{m}\right) \in E_{z}-\widetilde{z} .
\end{gather*}
$$

Proof. Let $L_{\widetilde{\zeta}} \subset E_{\zeta}$ be an arbitrary finite-dimensional linear manifold and let

$$
V_{01} \subset X-\widetilde{x}, \quad V_{11} \subset L_{\widetilde{\zeta}}
$$

be arbitrary convex bounded neighborhoods of zero, where

$$
\widetilde{x}=\left(0, \widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}\right), \widetilde{\zeta}=\left(\widetilde{\varphi}_{1}, \ldots, \widetilde{\varphi}_{m}, \tilde{f}_{1}, \ldots, \widetilde{f}_{m}\right)
$$

There exists a number $\varepsilon_{0}>0$ such that for $(\varepsilon, \delta z) \in\left[0, \varepsilon_{0}\right] \times V_{01} \times V_{11}$

$$
\widetilde{z}+\varepsilon \delta z \in D
$$

and the formula (5.8) is true.
We have

$$
\begin{gathered}
P(\widetilde{z}+\varepsilon \delta z)-P(\widetilde{z})=Q\left(\widetilde{t}_{1}+\varepsilon \delta t_{1}, \ldots, \widetilde{t}_{m+1}+\varepsilon \delta t_{m+1}, \widetilde{x}_{10}+\varepsilon \delta x_{10}, \ldots\right. \\
\left.\ldots, \widetilde{x}_{m 0}+\varepsilon \delta x_{m 0}, T\left(\widetilde{\mu}_{m}+\varepsilon \delta \mu_{m}\right)\right)-Q\left(\widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots\right. \\
\left.\ldots, \widetilde{x}_{m 0}, T\left(\widetilde{\mu}_{m}\right)\right)+\varepsilon(\delta \xi, 0, \ldots, 0)^{*} .
\end{gathered}
$$

Let the number $\varepsilon_{0}>0$ be so small that

$$
\begin{gathered}
T\left(\widetilde{\mu}_{m}\right)+t\left(T\left(\widetilde{\mu}_{m}+\varepsilon \delta \mu_{m}\right)-T\left(\widetilde{\mu}_{m}\right)\right) \in K_{m 1}, \\
\forall\left(t, \varepsilon, \delta \mu_{m}\right) \in[0,1] \times\left[0, \varepsilon_{0}\right] \times V_{m}^{-}
\end{gathered}
$$

(see Lemma 2.2).
Now we transform the difference

$$
\begin{aligned}
& Q\left(\widetilde{t}_{1}+\varepsilon \delta t_{1}, \ldots, \widetilde{t}_{m+1}+\varepsilon \delta t_{m+1}, \widetilde{x}_{10}+\varepsilon \delta x_{10}, \ldots \ldots, \widetilde{x}_{m 0}+\varepsilon \delta x_{m 0}\right. \\
& \left.T\left(\widetilde{\mu}_{m}+\varepsilon \delta \mu_{m}\right)\right)-Q\left(\widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots \ldots, \widetilde{x}_{m 0}, T\left(\widetilde{\mu}_{m}\right)\right)= \\
& \quad=\int_{0}^{1} \frac{d}{d t} Q\left(\widetilde{t}_{1}+\varepsilon t \delta t_{1}, \ldots, \widetilde{t}_{m+1}+\varepsilon t \delta t_{m+1}, \widetilde{x}_{10}+\varepsilon t \delta x_{10}, \ldots\right. \\
& \left.\quad \ldots, \widetilde{x}_{m 0}+\varepsilon t \delta x_{m 0}, T\left(\widetilde{\mu}_{m}\right)+t\left(T\left(\widetilde{\mu}_{m}+\varepsilon \delta \mu_{m}\right)-T\left(\widetilde{\mu}_{m}\right)\right)\right) d t=
\end{aligned}
$$

$$
=\varepsilon\left[\sum_{i=1}^{m+1} \frac{\partial \widetilde{Q}}{\partial t_{i}} \delta t_{i}+\sum_{i=1}^{m} \frac{\partial \widetilde{Q}}{\partial x_{i}} \delta x_{i 0}+\frac{\partial \widetilde{Q}}{\partial x_{m+1}} d T_{\widetilde{\mu}_{m}}\left(\delta \mu_{m}\right)\right]+\alpha\left(\varepsilon \delta \mu_{m}\right)
$$

where

$$
\begin{gathered}
\alpha\left(\varepsilon \delta \mu_{m}\right)=\varepsilon \int_{0}^{1}\left\{\sum _ { i = 1 } ^ { m + 1 } \left[\left(\frac{\partial \widetilde{Q}[\varepsilon ; t]}{\partial t_{i}}-\frac{\partial \widetilde{Q}}{\partial t_{i}}\right) \delta t_{i}+\sum_{i=1}^{m}\left(\frac{\partial \widetilde{Q}[\varepsilon ; t]}{\partial x_{i}}-\frac{\partial \widetilde{Q}}{\partial x_{i}}\right) \delta x_{i 0}+\right.\right. \\
\left.+\left[\frac{\partial \widetilde{Q}[\varepsilon ; t]}{\partial x_{m+1}}-\frac{\partial \widetilde{Q}}{\partial x_{m+1}}\right] d T_{\widetilde{\mu}_{m}}\left(\delta \mu_{m}\right)\right\} d t+o\left(\varepsilon \delta \mu_{m}\right) \int_{0}^{1} \frac{\partial \widetilde{Q}[\varepsilon ; t]}{\partial x_{m+1}} d t \\
\frac{\partial \widetilde{Q}[\varepsilon ; t]}{\partial t_{i}}=\frac{\partial \widetilde{Q}}{\partial t_{i}}\left(\widetilde{t}_{1}+\varepsilon t \delta t_{1}, \ldots, \widetilde{t}_{m+1}+\varepsilon t \delta t_{m+1}, \widetilde{x}_{10}+\varepsilon t \delta x_{10}, \ldots\right. \\
\left.\ldots, \widetilde{x}_{m 0}+\varepsilon t \delta x_{m 0}, T\left(\widetilde{\mu}_{m}\right)+t\left(T\left(\widetilde{\mu}_{m}+\varepsilon \delta \mu_{m}\right)-T\left(\widetilde{\mu}_{m}\right)\right)\right)
\end{gathered}
$$

It is not difficult to see that uniformly for $(t, \delta z) \in[0,1] \times V_{01} \times V_{11}$ we have

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0}\left(\frac{\partial \widetilde{Q}[\varepsilon ; t]}{\partial t_{i}}-\frac{\partial \widetilde{Q}}{\partial t_{i}}\right)=0, \quad i=\overline{1, m+1} ; \\
& \lim _{\varepsilon \rightarrow 0}\left(\frac{\partial \widetilde{Q}[\varepsilon ; t]}{\partial x_{i}}-\frac{\partial \widetilde{Q}}{\partial x_{i}}\right)=0, \quad i=\overline{1, m} ; \\
& \lim _{\varepsilon \rightarrow 0}\left(\frac{\partial \widetilde{Q}[\varepsilon ; t]}{\partial x_{m+1}}-\frac{\partial \widetilde{Q}}{\partial x_{m+1}}\right)=0
\end{aligned}
$$

Therefore $\alpha(\varepsilon \delta z)=o(\varepsilon \delta z)$.
Thus

$$
\begin{aligned}
& P(\widetilde{z}+\varepsilon \delta z)-P(\widetilde{z})=\varepsilon\left[\sum_{i=1}^{m+1} \frac{\partial \widetilde{Q}}{\partial t_{i}} \delta t_{i}+\sum_{i=1}^{m} \frac{\partial \widetilde{Q}}{\partial x_{i}} \delta x_{i 0}+\right. \\
& \left.+\frac{\partial \widetilde{Q}}{\partial x_{m+1}} d T_{\widetilde{\mu_{m}}}\left(\delta \mu_{m}\right)+(\delta \xi, 0, \ldots, 0)^{*}\right]+o\left(\varepsilon \delta \mu_{m}\right) .
\end{aligned}
$$

Hence according to the equality (5.1) we obtain (5.9).
In the space $E_{z}$ we define the filter $\Phi_{\tilde{z}}$ as the direct product of the filters

$$
\Phi_{\tilde{z}}=\Phi_{\widetilde{x}} \times \prod_{i=1}^{m} \Phi_{\tilde{\varphi}_{i}} \times \prod_{i=1}^{m} \Phi_{\tilde{f}_{i}}
$$

where the filters $\Phi_{\widetilde{x}}, \Phi_{\widetilde{\varphi}_{i}}, i=\overline{1, m}$, are defined by the convex bases

$$
\begin{gathered}
\left\{\left(V^{0} \cap[0, \infty)\right) \times\left(V_{\widetilde{t}_{1}} \cap\left(a, \widetilde{t}_{1}\right]\right) \times \prod_{i=1}^{m}\left(V_{\widetilde{t}_{i+1}} \cap\left(\widetilde{t}_{i}, \widetilde{t}_{i+1}\right]\right) \times\right. \\
\times \prod_{i=1}^{m} V_{\widetilde{x}_{i 1}}: V^{0} \subset R, \quad V_{\widetilde{t}_{i}} \subset R, \quad i=\overline{1, m+1}, \quad V_{\widetilde{x}_{i 0}} \subset O_{i}, \quad i=\overline{1, m}-
\end{gathered}
$$

convex neighborhood of points $0 \in R, \widetilde{t}_{i} \in R, i=\overline{1, m+1}$,

$$
\left.\widetilde{x}_{i 0} \subset 0, \quad i=\overline{1, m}\right\}
$$

$\left\{V_{\widetilde{\varphi}_{i}} \cap \Delta_{i 0}: V_{\widetilde{\varphi}_{i}} \subset E_{\varphi_{i}}-\right.$ convex neighborhood $\}, i=\overline{1, m}$.
The filters $\Phi_{\widetilde{f}_{i}}, i=\overline{1, m}$ are introduced in Section 2.
The filter $\Phi_{\tilde{z}}$ is quasi-convex, because it is the direct product of convex filters $\Phi_{\widetilde{x}}, \Phi_{\tilde{\varphi}_{i}}, i=\overline{1, m}$, on the quasi-convex filters $\Phi_{\tilde{f}_{i}}, i=\overline{1, m}$ (see Lemma 2.3).

According to Theorem 2.1 and Remark 1.1, there exists a number $\delta_{1}>0$ such that

$$
\begin{aligned}
W=[0, \infty) & \times\left(V\left(\widetilde{t}_{1} ; \delta_{1}\right) \cap\left(a, \widetilde{t}_{1}\right]\right) \times \prod_{i=1}^{m}\left(V\left(\widetilde{t}_{i+1} ; \delta_{1}\right) \cap\left(\widetilde{t}_{i}, \widetilde{t}_{i+1}\right]\right) \times \\
& \times \prod_{i=1}^{m} V_{\widetilde{x}_{i 0}} \times \prod_{i=1}^{m}\left(\widetilde{f}_{i}+W\left(K_{i 1} ; \delta_{1}\right)\right) \subset D
\end{aligned}
$$

Furthermore the mapping

$$
P: W \longrightarrow R^{1+l}
$$

is continuous in the topology induced from $E_{z}$.
Here $V\left(\widetilde{x}_{i 0}, \delta_{1}\right) \subset O_{i}$ and $K_{i 1} \subset O_{i}$ is a compact set containing some neighborhood of the set $\widetilde{\varphi}_{i}\left(J_{i}\right) \cup \widetilde{x}_{i}\left(\left[\widetilde{t}_{i}, \widetilde{t}_{i+1}\right]\right)$.

The element $W_{K_{i 1}, \delta_{1}}^{(i)}$ of the filter $\Phi_{\tilde{f}_{i}}$ is a subset of the convex set $\widetilde{f}_{i}+$ $W\left(K_{i 1}, \delta_{1}\right)$. Therefore

$$
c o\left(W_{\tilde{z}}\left(K_{11}, \ldots, K_{m 1} ; \delta_{1}\right)\right) \subset W \subset D
$$

where

$$
\begin{aligned}
& W_{\tilde{z}}\left(K_{11}, \ldots, K_{m 1} ; \delta_{1}\right)=[0, \infty) \times\left(V\left(\widetilde{t}_{1} ; \delta_{1}\right) \cap\left(a, \widetilde{t}_{1}\right]\right) \times \\
& \quad \times \prod_{i=1}^{m}\left(V\left(\widetilde{t}_{i+1} ; \delta_{1}\right) \cap\left(\widetilde{t}_{i}, \widetilde{t}_{i+1}\right]\right) \times \prod_{i=1}^{m} V_{\widetilde{x}_{i 0}} \times \\
& \left.\quad \times \prod_{i=1}^{m}\left(\widetilde{\varphi}_{i} ; \delta_{1}\right) \cap \Delta_{i 0}\right) \times \prod_{i=1}^{m} W_{K_{i 1}, \delta_{1}}^{(i)} \in \Phi_{\widetilde{z}} .
\end{aligned}
$$

Consequently, there exists an element $W_{\tilde{z}}\left(K_{11}, \ldots, K_{m 1} ; \delta_{1}\right)$ of the filter $\Phi_{\tilde{z}}$ such that the mapping

$$
P: \operatorname{co}\left(W_{\widetilde{z}}\left(K_{11}, \ldots, K_{m 1} ; \delta_{1}\right)\right) \longrightarrow R^{1+l}
$$

is continuous.
Thus the mapping $P$ is defined and continuous on the filter $\operatorname{co}\left(\left[\Phi_{\tilde{z}}\right]\right)$.
The point $\widetilde{z}=\left(0, \widetilde{\mu}_{m}\right)$ belongs to all elements of the filter $\Phi_{\tilde{z}}$. Furthermore,

$$
P(\widetilde{z})=\left(q^{0}\left(\widetilde{t}_{1}, \ldots, \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}, \widetilde{x}_{m}\left(\widetilde{t}_{m+1}\right)\right), 0, \ldots, 0\right)^{*}
$$

Now we introduce the set

$$
\begin{gathered}
B_{1}=\left\{\mu_{m}=\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}, \varphi_{1}, \ldots, \varphi_{m}, f_{1}, \ldots, f_{m}\right):\right. \\
f_{i}=f_{i}\left(t, x_{i 1}, \ldots, x_{i m}, u_{i}(t)\right), i=\overline{1, m} \\
\left.\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}, \varphi_{1}, \ldots, \varphi_{m}, u_{1}, \ldots, u_{m}\right) \in B_{0}\right\}
\end{gathered}
$$

For an arbitrary element

$$
z=\left(\xi, \mu_{m}\right) \in W_{\widetilde{z}} \cap\left([0, \infty) \times B_{1}\right)
$$

where $W_{\tilde{z}} \in \Phi_{\tilde{z}}$, we have

$$
\begin{gathered}
\left.P(z)=\left(q^{0}\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}, x\left(t_{m+1} ; \mu_{m}\right)\right), 0, \ldots, 0\right)\right)^{*}+ \\
+(\xi, 0, \ldots, 0)^{*} .
\end{gathered}
$$

The element $\widetilde{\sigma}_{m}=\left(\widetilde{t}_{1}, \ldots \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}, \widetilde{\varphi}_{1}, \ldots, \widetilde{\varphi}_{m}, \widetilde{u}_{1}, \ldots, \widetilde{u}_{m}\right) \in$ $B_{0}$ is optimal, so there exists an element

$$
W_{\tilde{z}}\left(K_{12}, \ldots, K_{m 2} ; \delta_{2}\right) \in \Phi_{\tilde{z}},
$$

where $\delta_{2} \in(0, \widetilde{\delta}), K_{i 2} \subset O_{i}$ is a compact set containing $\widetilde{K}_{i}$, such that for any element

$$
z \in W_{\widetilde{z}}\left(K_{12}, \ldots, K_{m 2} ; \delta_{2}\right) \cap\left([0, \infty) \times B_{1}\right)
$$

we have the inequality

$$
\begin{gathered}
q^{0}\left(\widetilde{t}_{1}, \ldots \widetilde{t}_{m+1}, \widetilde{x}_{10}, \ldots, \widetilde{x}_{m 0}, \widetilde{x}_{m}\left(\widetilde{t}_{m+1}\right)\right) \leq \\
\leq q^{0}\left(t_{1}, \ldots, t_{m+1}, x_{10}, \ldots, x_{m 0}, x_{m}\left(t_{m+1} ; \mu_{m}\right)\right)+\xi
\end{gathered}
$$

It is easy to see that

$$
\begin{gathered}
P\left(W_{\widetilde{z}}\left(K_{12}, \ldots, K_{m 2} ; \delta_{2}\right) \cap\left([0, \infty) \times B_{1}\right)\right) \subset L= \\
=\left\{\left(p^{0}, 0, \ldots, 0\right)^{*} \in R^{1+l}: p^{0} \in R\right\},
\end{gathered}
$$

and the point $P(\widetilde{z})$ is a boundary point of the set

$$
P\left(W_{\widetilde{z}}\left(K_{12}, \ldots, K_{m 2} ; \delta_{2}\right) \cap\left([0, \infty) \times B_{1}\right)\right)
$$

with respect to the one-dimensional space $L$.
Thus

$$
P(\widetilde{z}) \in \partial\left(P\left(W_{\tilde{z}}\left(K_{12}, \ldots, K_{m 2} ; \delta_{2}\right)\right) \cap L\right)
$$

and, all the more,

$$
P(\widetilde{z}) \in \partial P\left(W_{\widetilde{z}}\left(K_{12}, \ldots, K_{m 2} ; \delta_{2}\right)\right)
$$

Hence the mapping $P$ is critical on the filter $\Phi_{\tilde{z}}$.
The assumptions of Theorem 2.5 are fulfilled. Consequently, there exist a non-zero vector $\pi=\left(\pi_{0}, \ldots, \pi_{l}\right) \neq 0$ and an element $\widehat{W}_{\tilde{z}} \in \Phi_{\tilde{z}}$ such that the following inequality is fulfilled

$$
\begin{equation*}
\pi d P_{\widetilde{z}}(\delta z) \leq 0 \quad \forall \delta z \in \operatorname{cone}\left(\widehat{W}_{\widetilde{z}}-\widetilde{z}\right) \tag{5.10}
\end{equation*}
$$

where $d P_{z}$ has the form (5.9).

We introduce the functions

$$
\begin{equation*}
\psi_{i}(t)=\pi \frac{\partial \widetilde{Q}}{\partial x_{m+1}} Y_{i}(t), \quad \chi_{i}(t)=\pi \frac{\partial \widetilde{Q}}{\partial x_{m+1}} \Phi_{i}(t), \quad i=\overline{1, m} \tag{5.11}
\end{equation*}
$$

which, as it is easy to see, satisfy the equation (3.5) and the conditions

$$
\left\{\begin{array}{l}
\psi_{i}(t)=\chi_{i}(t)=0, \quad t \in\left(\widetilde{t}_{i+1}, \gamma_{i n}\right], \quad i=\overline{1, m}  \tag{5.12}\\
\psi_{m}\left(\widetilde{t}_{m+1}\right)=\chi_{m}\left(\widetilde{t}_{m+1}\right)=\pi \frac{\partial \widetilde{Q}}{\partial x_{m 1}}, \\
\psi_{i-1}\left(\widetilde{t}_{i}\right)=\chi_{i-1}\left(\widetilde{t}_{i}\right)=\chi_{i}\left(\widetilde{t}_{i}\right) \frac{\partial \bar{g}_{i}}{\partial x_{i-1}}, \quad i=\overline{2, m}
\end{array}\right.
$$

From the inequality (5.10) according to (5.9), (5.11) and (5.12) we get

$$
\begin{gather*}
\sum_{i=1}^{m}\left\{\left[\pi \frac{\partial \widetilde{Q}}{\partial t_{i}}+\psi_{i}\left(\widetilde{t}_{i}-\right)\left(\dot{\widetilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)-\sum_{j=1}^{k_{i}} A_{i j}\left(\widetilde{t}_{i}\right) \dot{\widetilde{\varphi}}_{i}\left(\eta_{i j}\left(\widetilde{t}_{i}\right)\right)+\right.\right.\right. \\
\left.+\sum_{j=0}^{p_{i}}\left(\widehat{\gamma}_{i j+1}^{-}-\widehat{\gamma}_{i j}^{-}\right) f_{i j}^{-}\right)-\sum_{j=p_{i}+1}^{s_{i}} \psi_{i}\left(\gamma_{i j}^{-}\right) f_{i j}^{-} \dot{\gamma}_{i j}^{-}+\chi_{i}\left(\widetilde{t}_{i}\right) \times \\
\left.\times\left(\frac{\partial \widetilde{g}_{i}}{\partial t_{i}}-\dot{\tilde{\varphi}}_{i}\left(\widetilde{t}_{i}\right)\right)+\chi_{i-1}\left(\widetilde{t}_{i}\right)\left(\sum_{j=1}^{k_{i-1}} A_{i-1 j}\left(\widetilde{t}_{i}\right) \dot{\tilde{x}}_{i-1 j}^{-}+f_{i-1 s_{i-1}+1}^{-}\right)\right] \delta t_{i}+ \\
\left.+\left(\pi \frac{\partial \widetilde{Q}}{\partial x_{i}}+\chi_{i}\left(\widetilde{t}_{i}\right)\right) \delta x_{i 0}+\sum_{j=p_{i}+1}^{s_{i}} \int_{\tau_{i j}}^{\tilde{t}_{i}} \widetilde{t}_{i}\right) \\
\psi_{i}\left(\gamma_{i j}(t)\right) \times \\
\times \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(t)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(t) \delta \varphi_{i}(t) d t+\sum_{j=1}^{k_{i}} \int_{\eta_{i j}\left(\widetilde{t}_{i}\right)}^{\tilde{t}_{i}} \psi_{i}\left(\rho_{i j}(t)\right) A_{i j}\left(\rho_{i j}(t)\right) \times \\
\left.\times \dot{\rho}_{i j}(t) \dot{\delta}_{i}(t) d t+\int_{\widetilde{t}_{i}}^{\tilde{t}_{i+1}} \psi_{i}(t) \delta f_{i}[t] d t\right\}+ \\
+\left[\frac{\partial \widetilde{g}_{i}}{\partial t_{m+1}}+\psi_{m}\left(\widetilde{t}_{m+1}\right)\left(\sum_{j=1}^{k_{m}} A_{m j}\left(\widetilde{t}_{m+1}\right) \dot{\tilde{x}}_{m j}^{-}+f_{m s_{m}+1}^{-}\right)\right] \delta t_{m+1}+  \tag{5.13}\\
\quad+\pi_{0} \delta \xi \leq 0 \forall \delta z \in \operatorname{cone}\left(\widehat{W}_{\widetilde{z}}-\widetilde{z}\right) .
\end{gather*}
$$

The condition $\delta z \in \operatorname{cone}\left(\widehat{W}_{\widetilde{z}}-\widetilde{z}\right)$ is equivalent to the conditions $\delta \xi \in$ $[0, \infty), \delta t_{i} \in(-\infty, 0], i=\overline{1, m+1} ; \delta x_{i 0} \in R^{n_{i}}, \delta \varphi_{i} \in \operatorname{cone}\left(\widehat{W}_{\widetilde{\varphi}_{i}}-\widetilde{\varphi}_{i}\right)$, $\delta f_{i} \in \operatorname{cone}\left(\widehat{W}_{\widetilde{f}_{i}}-\widetilde{f}_{i}\right), i=\overline{1, m}$, where

$$
\widehat{W}_{\widetilde{\varphi}_{i}}=\widehat{V}_{\widetilde{\varphi}_{i}} \cap \Delta_{i 0}, \quad \widehat{W}_{\widetilde{f}_{i}} \in \Phi_{\tilde{f}_{i}}, \quad i=\overline{1, m}
$$

Let $\delta t_{i}=0, i=\overline{1, m+1}, \delta x_{i 0}=\delta \varphi_{i}=\delta f_{i}=0, i=\overline{1, m}$. Then

$$
\pi_{0} \delta \xi \leq 0 \quad \forall \delta \xi \in[0, \infty)
$$

Hence it follows

$$
\pi_{0} \leq 0
$$

Let $\delta \varphi_{i}=\delta f_{i}=\delta x_{i 0}=0, i=\overline{1, m}, \delta \xi=0$. Then from (5.13) with $\delta t_{i} \in(-\infty, 0], i=\overline{1, m+1}$, we obtain the conditions for the moments $\widetilde{t_{i}}$, $i=\overline{1, m+1}$ (see 3.4)).

Let $\delta t_{i}=0, i=\overline{1, m+1}, \delta \varphi_{i}=\delta f_{i}=0, i=\overline{1, m}, \delta \xi=0$. Then with $\delta x_{i 0} \in R^{n_{i}}$ we have

$$
\begin{equation*}
\pi \frac{\partial \widetilde{Q}}{\partial x_{i}}+\chi\left(\widetilde{t}_{i}\right)=0, \quad i=\overline{1, m} \tag{5.14}
\end{equation*}
$$

Let $\delta t_{i}=0, i=\overline{1, m+1}, \delta f_{i}=\delta x_{i 0}=0, i=\overline{1, m}, \delta \xi=0 \delta \varphi_{j}(t)=0$, $j=\overline{1, m}, j \neq i$. Then

$$
\begin{gathered}
\sum_{j=p_{i}+1}^{s_{i}} \int_{\tau_{i j}\left(\widetilde{t}_{i}\right)}^{\tilde{t}_{i}} \psi_{i}\left(\gamma_{i j}(t)\right) \frac{\partial \widetilde{f}_{i}\left[\gamma_{i j}(t)\right]}{\partial x_{i j}} \dot{\gamma}_{i j}(t) \delta \varphi_{i}(t) d t+ \\
+\sum_{j=1}^{k_{i}} \int_{\eta_{i j}\left(\tilde{t}_{i}\right)}^{\tilde{t}_{i}} \psi_{i}\left(\rho_{i j}(t)\right) A_{i j}\left(\rho_{i j}(t)\right) \dot{\rho}_{i j}(t) \dot{\delta} \varphi_{i}(t) d t \leq 0, \forall \delta \varphi_{i} \in \operatorname{cone}\left(\widehat{W}_{\widetilde{\varphi}_{i}}-\widetilde{\varphi}_{i}\right) .
\end{gathered}
$$

From this inequality and the inclusion

$$
\operatorname{cone}\left(\widehat{W}_{\widetilde{\varphi}_{i}}-\widetilde{\varphi}_{i}\right) \supset \Delta_{i 0}-\widetilde{\varphi}_{i}
$$

follows the integral maximum principle for the initial functions $\widetilde{\varphi}_{i}, i=\overline{1, m}$.
In (5.13) assume that $\delta t_{i}=0, i=\overline{1, m+1}, \delta x_{i 0}=\delta \varphi_{i}=0, i=\overline{1, m}$, $\delta \xi=0, \delta f_{j}[t]=0 j=\overline{1, m}, j \neq i$. Then we get

$$
\begin{equation*}
\int_{\widetilde{t}_{i}}^{\tilde{t}_{i+1}} \psi_{i}(t) \delta f_{i}[t] d t \leq 0, \quad \forall \delta f_{i} \in \operatorname{cone}\left(\widehat{W}_{\widehat{f}_{i}}-\widetilde{f}_{i}\right) \tag{5.15}
\end{equation*}
$$

It is clear that this inequality is the more so true with

$$
\delta f_{i} \in \operatorname{cone}\left(\left[\widehat{W}_{\widetilde{f}_{i}} \cap W^{(i)}\left(K_{i 1} ; \alpha_{0}\right)\right]-\widetilde{f}_{i}\right)
$$

where

$$
W^{(i)}\left(K_{i 1} ; \alpha_{0}\right)=\widetilde{f}_{i}+W\left(K_{i 1} ; \alpha_{0}\right)
$$

According to Lemma 2.5, the inequality (5.15) also is true with

$$
\delta f_{i} \in \operatorname{cone}\left(\left[W^{(i)}\left(K_{i 1} ; \alpha_{0}\right)\right]_{\widehat{W}_{\tilde{f}_{i}}}-\widetilde{f}_{i}\right)
$$

But by virtue of Lemma 2.3 we can conclude that the inequality (5.15) takes place with

$$
\delta f_{i}=f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}, u_{i}(t)\right)-f_{i}\left(t, x_{i 1}, \ldots, x_{i s_{i}}, \widetilde{u}_{i}(t)\right) \in \widetilde{F}_{i}-\widetilde{f}_{i}
$$

Taking this into consideration, from (5.15) we obtain the integral maximum principle 3.1)

Remark 5.1. Theorems 3.2 and 3.3 are proved analogously to Theorem 3.1. In this case for calculation of the differential we use Theorems 2.3 and 2.4 , respectively. Moreover, we replace the set $X_{0}$ respectively by the sets

$$
\prod_{i=1}^{m}\left[\widetilde{t}_{i}, \widetilde{t}_{i+1}\right) \times\left[\widetilde{t}_{m+1}, b\right) \times \prod_{i=1}^{m} O_{i} \text { and } J^{m+1} \times \prod_{i=1}^{m} O_{i}
$$
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[^0]:    * Everywhere we assume that piecewise continuous functions have finite number of discontinuity points of the first kind.

[^1]:    * Here and in the sequel the symbol $o(t, \varepsilon \delta \mu)$ means that $\lim _{\varepsilon \rightarrow 0} o(t ; \varepsilon \delta \mu) / \varepsilon=0$, uniformly for $(t, \delta \mu)$

[^2]:    ${ }^{*} \gamma_{i 0}=\max \left\{\gamma_{i 1}(b), \ldots, \gamma_{i s_{i}}(b), \rho_{i 1}(b), \ldots, \rho_{i k_{i}}(b)\right\}, \psi_{i}(t)$ is piecewise-continuous function.

