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In the present paper, for each of the linear homogeneous systems: of ordinary differ-
ential equations

dx

dt
= P (t)x, (1)

impulsive equations

dx

dt
= Q(t)x, (2)

x(tj+)− x(tj−) = Gjx(tj−) (j = 1, 2, . . .) (3)

and of difference equations

∆y(k − 1) = G(k − 1)y(k − 1) (k ∈ N) (4)

we give some sufficient (among them effective) conditions. If these conditions are fulfilled,
then the stability in Liapunov sense of the above-mentioned systems implies that of the
linear homogeneous system of the generalized ordinary differential equations

dx(t) = dA(t) · x(t) (5)

in the same sense.
Here we assume that P, Q : R+ → Rn×n (R+ = [0,+∞[) are matrix-functions with

Lebesgue integrable components on every closed interval form R+; Gj ∈ Rn×n (j =
1, 2, . . .) are constant matrices, tj ∈ R+ (j = 1, 2, . . .), 0 < t1 < t2 < · · · , lim

j→∞
tj = +∞,

G : {0, 1, . . .} → R
n×n is a matrix-function, and A : R+ → R

n×n is a matrix-function
with bounded total variation components on every closed interval from R+.

To a considerable extent, the interest to the theory of generalized ordinary differential
equations has also been stimulated by the fact that this theory enables one to investigate
ordinary differential, impulsive and difference equations from a unified point of view (see
[1]–[3]).

The following notation and definitions will be used in the paper:
R =]−∞,+∞[ , [a, b] and ]a, b[ (a, b ∈ R) are, respectively, closed and open intervals;

N is the set of all natural numbers, Ñ = {0, 1, . . .}.
Rn×m is the space of all real n×m-matrices X = (xij)

n,m
i,j=1 with the norm

‖X‖ = max
j=1,...,m

n∑

i=1

|xij |; |X| = (|xij |)
n,m
i,j=1.

On×m (or O) is the zero n×m-matrix.
Rn = Rn×1 is the space of all real column n-vectors x = (xi)n

i=1.
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If X ∈ Rn×n, then X−1 and det(X) are, respectively, the matrix inverse to X and
the determinant of X. In is the identity n × n-matrix, diag(λ1, . . . , λn) is the diagonal
matrix with diagonal elements λ1, . . . , λn; δij is the Kroneker symbol, i.e., δij = 1 if
i = j, and δij = 0 if i 6= j (i, j = 1, . . . , n).

r(H) is the spectral radius of the matrix H ∈ R
n×n.

b∨
a

(X) is the sum of total variations on [a, b] of the components xij (i = 1, . . . , n;

j = 1, . . . ,m) of the matrix-function X : [a, b] → Rn×m; V (X)(t) = (v(xij )(t))n,m
i,j=1 ,

where v(xij )(0) = 0 and v(xij )(t) =
t∨
0
(xij) for 0 < t < +∞ (i = 1, . . . , n; j = 1, . . . , m).

X(t−) and X(t+) are the left and the right limits of the matrix-function X : R+ →
R

n×m at the point t. (X(0−) = X(0)); d1X(t) = X(t)−X(t−), d2X(t) = X(t+)−X(t).
A matrix-function is said to be continuous, integrable, nondecreasing, etc., if each of

its components is such.
BVloc(R+; R

n×m) is the set of all matrix-functions X : R+ → R
n×m of the bounded

total variation on every closed segment from R+.
Lloc(R+; R

n×m) is the set of all matrix-functions X : R+ → R
n×m such that their

components are measurable and Lebesgue integrable functions on every closed interval
from R+.

C̃([a, b]; R
n×m) is the set of all absolutely continuous matrix-functions X : [a, b] →

R
n×m.

C̃loc(R+; R
n×m) is the set of all matrix-functions X : R+ → R

n×m whose restrictions

to any arbitrary closed interval [a, b] from R+ belong to C̃([a, b]; Rn×m).

C̃loc(R+ \ {tj}
+∞
j=1 ; Rn×m) is the set of all matrix-functions X : R+ → Rn×m whose

restrictions to any arbitrary closed interval [a, b] from R+ \ {tj}
+∞
j=1 belong to

C̃loc([a, b]; R
n×m).

s0 : BVloc(R+; R) → BVloc(R+; R) is the operator defined by

s0(x)(t) ≡ x(t) −
∑

0<τ≤t

d1x(τ)−
∑

0≤τ<t

d2x(τ).

If g : R+ → R is a nondecreasing function, x : R+ → R and 0 ≤ s < t < +∞, then

t∫

s

x(τ) dg(τ) =

=

∫

]s,t[

x(τ) dg1(τ) −

∫

]s,t[

x(τ) dg2(τ) +
∑

0<τ≤t

x(τ)d1g(τ)−
∑

0≤τ<t

x(τ)d2g(τ),

where gj : R+ → R (j = 1, 2) are continuous nondecreasing functions such that g1(t) −
g2(t) ≡ s0(g)(t), and

∫

]s,t[

x(τ) dgj(τ) is the Lebesgue-Stieltjes integral over the open

interval ]s, t[ with respect to the measure corresponding to the functions gj (j = 1, 2) (if

s = t, then
t∫
s

x(τ) dg(τ) = 0).

If G = (gik)l,n

i,k=1 : R+ → Rl×n is a nondecreasing matrix-function, X = (xik)n,m

i,k=1 :

R+ → Rn×m, then

t∫

s

dG(τ) ·X(τ) =

( n∑

k=1

t∫

s

xkj(τ) dgik(τ)

)l,m

i,j=1

for 0 ≤ s ≤ t < +∞,

S0(G)(t) ≡
(
s0(gik)(t)

)l,n

i,k=1
.



145

If Gj : R+ → Rl×n (j = 1, 2) are nondecreasing matrix-functions, G(t) ≡ G1(t) −
G2(t) and X : R+ → Rn×m, then

t∫

s

dG(τ) ·X(τ) =

t∫

s

dG1(τ) ·X(τ) −

t∫

s

dG2(τ) ·X(τ) for 0 ≤ s ≤ t < +∞.

E(Ñ; Rn×l) is the set of all matrix-functions Y : Ñ → Rn×l.
∆ is of the first order difference operator, i.e.,

∆Y (k − 1) = Y (k) − Y (k − 1) for Y ∈ E(Ñ; R
n×l), k ∈ N.

By a solution of the system (5) we understand a vector-function x ∈ BVloc(R+; Rn)
such that

x(t) = x(s) +

t∫

s

dA(τ) · x(τ) for 0 ≤ s ≤ t < +∞.

Under a solution of the impulsive system (2)–(3) we understand a left-continuous

vector-function x ∈ C̃loc(R+ \ {tj}
+∞
j=1 ; Rn) satisfying the system (2) almost everywhere

on ]tj , tj+1[ and the relation (3) at the point tj for every j = {1, 2, . . .}.
Note that each of the systems (1), (2)–(3) and (4) can be rewritten in the form of the

system (5) if we assume, respectively, that

A(t) ≡

1∫

0

P (τ) dτ, A(t) ≡

t∫

0

Q(τ) dτ +
∑

0≤tj<t

Gj

and

A(0) = On×n, A(t) =
k∑

m=1

G(m− 1) for k − 1 < t ≤ k (k = 1, 2, . . .).

Throughout the paper it will be assumed that

det(In + Gj) 6= 0 (j = 1, 2, . . .), det(In + G(k)) 6= 0 (k = 0, 1, . . .)

and

det(In + (−1)jdjA(t)) 6= 0 for t ∈ R+ (j = 1, 2).

(6)

It should be noted that the inequalities (6) guarantee the unique solvability of the
Cauchy problem for the systems (2)–(3), (4) and (5), respectively (see [1],[4]).

Definition 1. Let ξ : R+ → R+ be a nondecreasing function such that

lim
t→+∞

ξ(t) = +∞.

Then a solution x0 of the system (5) is called ξ-exponentially asymptotically stable if
there exists a positive number η such that for every ε > 0 there exists a positive number
δ = δ(ε) such that an arbitrary solution x of the system (5) satisfying the inequality

‖x(t0)− x0(t0)‖ < δ

for some t0 ∈ R+ admits the estimate

‖x(t) − x0(t)‖ < ε exp
(
− η(ξ(t) − ξ(t0))

)
for t ≥ t0.

Note that the exponential asymptotical stability is a particular case of ξ-exponentially
asymptotical stability if we assume ξ(t) ≡ t.

Stability, uniformly stability and asymptotical stability are defined just in the same
way as for the systems of ordinary differential equations (see, e.g., [5], [6]).

Definition 2. The system (5) is called stable in one or another sense if every solution
of this system is stable in the same sense.



146

Definition 3. The matrix-function A is called stable in one or another sense if the
system (5) is stable in the same sense.

Definition 4. The pair (Q, {Gj}
+∞
j=1) (the matrix-function G) is called stable in one

or another sense if the matrix-function A corresponding to the system (2)–(3) (to the
system (4)) is stable in the same sense.

Theorem 1. Let the matrix-functions P ∈ Lloc(R+; Rn×n) and A ∈ BVloc(R+; Rn×n)
satisfy the conditions

∥∥∥∥

+∞∫

0

|Z−1(t)| dV (S0(A)− B)(t)

∥∥∥∥ < +∞ (7)

and ∥∥∥
∑

0≤t<+∞

|Z−1(t)| · |djA(t)|
∥∥∥ < +∞ (j = 1, 2),

where B(t) ≡
t∫
0

P (τ) dτ , Z (Z(0) = In) is the fundamental matrix of the system (1).

Then the stability of the matrix-function P in one or another sense guarantees that of

the matrix-function A in the same sense.

Corollary 1. Let the matrix-function P ∈ Lloc(R+; Rn×n) satisfy the Lappo–

Danilevskĭı condition

P (t)

t∫

0

P (τ) dτ =

t∫

0

P (τ) dτ · P (t) for t ∈ R+.

Let, moreover, the matrix-function A ∈ BVloc(R+; R
n×n) be such that

∣∣∣∣

+∞∫

0

∣∣∣ exp
(
−

t∫

0

P (τ) dτ
)∣∣∣ dV (S0(A)− B)(t)

∣∣∣∣ < +∞

and
∥∥∥∥

∑

0≤t<+∞

∣∣∣ exp
(
−

t∫

0

P (τ) dτ
)∣∣∣ · |djA(t)|

∥∥∥∥ < +∞,

where B(t) ≡
t∫
0

P (τ) dτ . Then the stability of the matrix-function P in one or another

sense guarantees that of the matrix-function A in the same sense.

Corollary 2. Let the components of the matrix-functions P = diag(p1, . . . , pn) ∈
Lloc(R+; Rn×n) and A = (aik)n

i,k=1 ∈ BVloc(R+; Rn×n) satisfy the conditions

∣∣∣∣

+∞∫

0

exp
(
−

t∫

0

pi(τ) dτ
)

dv(bik(τ)

∣∣∣∣ < +∞

and

∑

0≤t<+∞

exp
(
−

t∫

0

pi(τ) dτ
)
· |djaik(t)| < +∞ (j = 1, 2; i, k = 1, . . . , n),

where bik(t) ≡ δik

t∫
0

pi(τ) dτ − s0(aik)(t) (i, k = 1, . . . , n). Then the conclusion of Corol-

lary 1 is true.
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Theorem 2. Let the matrix-functions Q ∈ Lloc(R+; Rn×n) and A ∈ BVloc(R+; Rn×n)
as well as the constant matrices Gj ∈ Rn×n (j = 1, 2, . . .) satisfy the conditions (7) and

∥∥∥
+∞∑

j=1

∣∣Z−1(tj)(In + Gj)
−1

∣∣ ·
∣∣d2A(tj)−Gj

∣∣
∥∥∥ < +∞, (8)

where B(t) ≡
t∫
0

Q(τ) dτ , Z (Z(0) = In) is the fundamental matrix of the impulsive

system (2)–(3). Then the stability of the pair (Q, {Gj}
+∞
j=1) in one or another sense

guarantees that of the matrix-function A in the same sense.

Corollary 3. Let the matrix-function Q = (qik)n
i,k=1 ∈ Lloc(R+; R

n×n) and the

constant matrices Gj = (gjik)n
i,k=1 ∈ Rn×n (j = 1, 2, . . .) satisfy the conditions

1 + gjii 6= 0 (i = 1, . . . , n; j = 1, 2, . . .),

t∫

t∗

exp
( t∫

τ

qii(s) ds
)
|qik(τ)|

∏

τ≤tj<t

|1 + gjii| dτ+

+
∑

t∗≤tl<t

exp
( t∫

tl

qii(s) ds
)
|glik(τ)|

∏

tl<tj<t

|1 + gjii| ≤

≤ hik (i 6= k; i, k = 1, . . . , n; j = 1, 2, . . .)

and

sup

{ t∫

0

qii(s) ds +
∑

0≤tj<t

ln |1 + gjii| : t ≥ t∗
}

< +∞ (i = 1, . . . , n),

where t∗ ∈ R+, hik ∈ R+ (i 6= k; i, k = 1, . . . , n), and the constant matrix H =
(hik)n

i,k=1, hii = 0 (i = 1, . . . , n) is such that

r(H) < 1. (9)

Let, moreover, the matrix-function A ∈ BVloc(R+; R
n×n) be such that the conditions

(7) and (8) hold, where B(t) ≡
t∫
0

Q(τ) dτ . Then the matrix-function A is stable.

Theorem 3. Let the matrix-functions G ∈ E(Ñ; Rn×n) and A ∈ BVloc(R+; Rn×n)
satisfy the conditions

∥∥∥∥
+∞∑

k=1

∣∣∣
k−1∏

m=0

(In + G(m))−1
∣∣∣ ·

∣∣d2A(k − 1) −G(k − 1)
∣∣
∥∥∥∥ < +∞ (10)

and

∥∥∥∥
+∞∑

k=1

∣∣∣
k−1∏

m=0

(In + G(m))−1
∣∣∣ ·

(
V (A)(k) − V (A)(k − 1)− |d2A(k − 1)|

) ∥∥∥∥ < +∞ (11)

Then the stability of the matrix-function G in one or another sense guarantees that of

the matrix-function A in the same sense.

Corollary 4. Let the components of the matrix-function G = (gij)
n
i,j=1 ∈ E(Ñ; R

n×n)

satisfy the conditions

1 + gii(k) 6= 0 for k ≥ k∗ (i = 1, . . . , n),

k∑

l=k∗

|gij(l − 1)|
k∏

m=l+2

∣∣1 + gii(m− 1)
∣∣ < hij for k ≥ k∗ (i 6= j; i, j = 1, . . . , n)
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and

sup

{ k−1∑

m=l

ln |1 + gii(m)| : k > l

}
< +∞ (i = 1, . . . , n),

where k∗ ∈ Ñ and hij ∈ Ñ (i 6= j; i, j = 1, . . . , n), and H = (hij)
n
i,j=1, hii = 0

(i = 1, . . . , n) is a constant matrix satisfying the condition (9). Let, moreover, the

matrix-function A ∈ BVloc(R+; Rn×n) be such that the conditions (10) and (11) hold.

Then the matrix-function A is uniformly stable.
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