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Abstract. The system of the generalized linear ordinary differential equations

dx(t) = dA(t) · x(t) + df(t)

is considered with general `(x) = c0, multipoint
∑n0

j=1 Ljx(tj) = c0, and Cauchy–

Nicoletti type xi(ti) = `i(x1, . . . , xn) + c0i (i = 1, . . . , n) boundary value con-
ditions, where A : [a, b] → R

n×n and f : [a, b] → R
n are, respectively, matrix-

and vector-functions with bounded total variation components on the closed in-
terval [a, b], c0 = (c0i)

n
i=1 ∈ R

n, ti ∈ [a, b] (i = 1, . . . , n(n0)), n0 is a fixed natural
number, Lj ∈ R

n×n (j = 1, . . . , n0), xi is the i-th component of x, and ` and `i

(i = 1, . . . , n) are linear operators.
Effective sufficient, among them spectral, conditions are obtained for the unique

solvability of these problems. The obtained results are realized for the linear
impulsive system

dx

dt
= P (t)x + q(t), x(τk+)− x(τk−) = Gkx(τk) + gk (k = 1, 2, . . . ),

where P ∈ L([a, b], Rn×n), q ∈ L([a, b], Rn), Gk ∈ R
n×n, gk ∈ R

n and τk ∈ [a, b]
(k = 1, 2, . . . ), and linear difference system

∆y(k − 1)=G1(k − 1)y(k − 1) + G2(k)y(k) + G3(k)y(k + 1) + g0(k)

(k = 1, . . . , m0), where Gj(k) ∈ R
n×n, g0(k) ∈ R

n (j = 1, 2, 3; k = 1, . . . , m0).
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1. Statement of the Problem and Basic Notation

Let A = (aik)n
i,k=1 : [a, b] → R

n×n and f = (fi)
n
i=1 : [a, b] → R

n be, re-
spectively, matrix- and vector-functions with bounded total variation com-
ponents on the closed interval [a, b].

Consider a linear system of generalized ordinary differential equations of
the form

dx(t) = dA(t) · x(t) + df(t) for t ∈ [a, b]. (1.1)

We investigate the problem on existence of the solutions of the system
(1.1) satisfying the multipoint boundary condition

n0∑

j=1

Ljx(tj) = c0, (1.2)

where tj ∈ [a, b] (j = 1, . . . , n0), Lj ∈ R
n×n (j = 1, . . . , n0), c0 ∈ R

n, and
n0 is a fixed natural number.

A particular case of the condition (1.2) is the Cauchy–Nicoletti problem

xi(ti) = c0i (i = 1, . . . , n), (1.3)

where c0i ∈ R and xi is the i-th component of the solution x.
Along with the problem (1.1), (1.2), we also consider the problem with

the boundary condition

xi(ti) = `i(x1, . . . , xn) + c0i (i = 1, . . . , n), (1.4)

where `i ∈ BV([a, b], Rn) → R (i = 1, . . . , n) are linear bounded function-
als satisfying some conditions of smallness, as well as with the boundary
condition

`(x) = c0, (1.5)

where

`(x) ≡

b∫

a

dL(t) · x(t)

and L : [a, b] → R
n×n, L(b) = On×n, is a matrix-function with bounded

total variation components on [a, b].
We also consider the differential system

dx(t) = εdA(t) · x(t) + df(t) (1.6)

which depends on a small positive parameter ε.
Along with the system (1.1) and the boundary conditions (1.2)–(1.5), we

consider the corresponding homogeneous system

dx(t) = dA(t) · x(t) (1.10)

and the corresponding homogeneous conditions
n0∑

j=1

Ljx(tj) = 0, (1.20)

xi(ti) = 0 (i = 1, . . . , n), (1.30)
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xi(ti) = `i(x1, . . . , xn) (i = 1, . . . , n) (1.40)

and

`(x) = 0. (1.50)

In the present paper, we establish effective necessary and sufficient con-
ditions for unique solvability of the general problem (1.1), (1.5) (of the
problem (1.1), (1.2)). Such conditions differ from those given in [27], [7].
This result for linear systems of ordinary differential equations belongs to
T. Kiguradze [20], [18].

The boundary value problems with the condition (1.3) have, for the first
time, been considered by O. Nicoletti [24] for systems of ordinary differential
equations. The optimal conditions for the solvability and unique solvability
of the problem with the boundary condition (1.4) are established in [16],
[17], [18], [19], [23] for the linear and nonlinear cases.

The multipoint boundary value problems for functional differential equa-
tions are investigated in [13], and for systems of generalized ordinary differ-
ential equations in [2]–[6].

The results presented in the paper generalize the concrete definition for
the linear case of the results from [2]–[6].

To a considerable extent, the interest to the theory of generalized ordi-
nary differential equations has also been stimulated by the fact that this
theory enables one to investigate ordinary differential, impulsive and dif-
ference equations from a unified point of view. In particular, the following
systems can be rewritten in the form (1.1):

(a) the impulsive system

dx

dt
= P (t)x + q(t) for t ∈ [a, b],

x(τk+)− x(τk−) = Gkx(τk) + gk (k = 1, 2, . . . ),
(1.7)

where P = (pil)
n
i,l=1 : [a, b] → R

n×n and q = (qi)
n
i=1 : [a, b] → R

n are,
respectively, matrix- and vector-functions with Lebesgue integrable com-
ponents on [a, b], τk ∈ [a, b] (k = 1, 2, . . . ), and Gk = (gkil)

n
i,l=1 ∈ R

n×n

(k = 1, 2, . . . ) and gk = (gki)
n
i=1 ∈ R

n (k = 1, 2, . . . ) are constant matrices
and vectors such that

∞∑

k=1

(‖Gk‖+ ‖gk‖) < ∞; (1.8)

(b) the difference system

∆y(k − 1) = G1(k − 1)y(k − 1) + G2(k)y(k)+

+ G3(k)y(k + 1) + g0(k) (k = 1, . . . , m0), (1.9)

where m0 is a fixed natural number, and Cj = (gjil)
n
i,l=1 : {0, . . . , m0} →

R
n×n (j = 1, 2, 3) and g0 = (g0i)

n
i=1 : {0, . . . , m0} → R

n are, respectively,
matrix- and vector-functions.
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We consider both the impulse system (1.7) with each of the boundary con-
ditions (1.2)–(1.5) and the difference system (1.9) with each of the boundary
conditions

n0m∑

j=1

Lmjy(kj + m− 1) = c0m (m = 1, 2), (1.10)

where kj + m − 1 ∈ {0, . . . , m0}, Lmj ∈ R
n×n (m = 1, 2; j = 1, . . . , n0m),

c0m = (c0mi)
n
i=1 ∈ R

n (m = 1, 2), and n01 and n02 are fixed natural num-
bers;

yi(ki + m− 1) = c0mi (m = 1, 2; i = 1, . . . , n) (1.11)

and

yi(ki + m− 1) = `mi(y1, . . . , yn) + c0mi (m = 1, 2; i = 1, . . . , n), (1.12)

where `mi (m = 1, 2; i = 1, . . . , n) are linear bounded functionals, and yi is
the i-th component of the solution y.

Along with the systems (1.7) and (1.9) and the boundary conditions
(1.10)–(1.12), we consider the corresponding homogeneous systems

dx

dt
= P (t)x + q(t) for t ∈ [a, b],

x(τk+)− x(τk−) = Gkx(τk) + gk (k = 1, 2, . . . ),
(1.70)

and

∆y(k − 1) = G1(k − 1)y(k − 1) + G2(k)y(k)+

+ G3(k)y(k + 1) (k = 1, . . . , m0), (1.90)

and the homogeneous boundary conditions
n0m∑

i=1

Lmiy(ki + m− 1) = 0 (m = 1, 2), (1.100)

yi(kj + m− 1) = 0 (m = 1, 2; i = 1, . . . , n) (1.110)

and

yi(kj + m− 1) = `mi(y1, . . . , yn) (m = 1, 2; i = 1, . . . , n). (1.120)

Remark 1.1. Note that the results obtained for the difference problem
(1.9), (1.10) (see Section 4) do not permit to extend them automatically to
the particular case when G3(k) ≡ On×n. We note that this fact is natural
and hence we investigate separately the system

∆y(k−1) = G1(k−1)y(k−1)+G2(k)y(k)+g0(k) (k = 1, . . . , m0) (1.13)

with each of the boundary conditions
n0∑

j=1

L1jy(kj) = c01, (1.14)

yi(ki) = c01i (i = 1, . . . , n) (1.15)
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and
yi(ki) = `1i(y1, . . . , yn) + c01i (i = 1, . . . , n). (1.16)

Along with the system (1.13) and the boundary conditions (1.14)–(1.16),
we consider the homogeneous system

∆y(k − 1) = G1(k − 1)y(k − 1) + G2(k)y(k) (k = 1, . . . , m0) (1.130)

and the homogeneous boundary conditions
n0∑

j=1

L1jy(kj) = 0, (1.140)

yi(ki) = 0 (i = 1, . . . , n) (1.150)

and
yi(ki) = `1i(y1, . . . , yn) (i = 1, . . . , n). (1.160)

In the paper the use will be made of the following notation and definitions.
N = {1, 2, . . .}, N0 = {0, 1, . . .}, Z is the set of all integers.
R =]−∞, +∞[, R+ = [0, +∞[; [a, b] and ]a, b[ (a, b ∈ R) are, respectively,

closed and open intervals.
I is an arbitrary closed or open interval from R.
[t] is the integer part of t ∈ R. χ

M
is the characteristic function of the

set M ⊂ R, i.e.

χM (t) =

{
1 for t ∈ M,

0 for t /∈ M.

R
n×m is the space of all real n × m matrices X = (xij)

n,m
i,j=1 with the

norm

‖X‖ = max
j=1,...,m

n∑

i=1

|xij |.

R
n×m
+ =

{
(xij )

n,m
i,j=1 : xij ≥ 0 (i = 1, . . . , n; j = 1, . . . , m)

}
.

On×m (or O) is the zero n×m matrix.
If X = (xij)

n,m
i,j=1 ∈ R

n×m, then

|X | = (|xij |)
n,m

i,j=1 .

If X ∈ R
2n×2n, then by Xlm (l, m = 1, 2) we denote n× n matrices such

that

X =

(
X11 X12

X21 X22

)
.

Sometimes, by [X ]ij we denote the element xij in the i-th row and in
the j-th column of the matrix X = (xij)

n,m
i,j=1, i.e. xij = [X ]ij (i = 1, . . . , n;

j = 1, . . . , m).
R

n = R
n×1 is the space of all real column n-vectors x = (xi)

n
i=1; R

n
+ =

R
n×1
+ .
If X ∈ R

n×m, then X−1, det X and r(X) are, respectively, the matrix
inverse to X , the determinant of X and the spectral radius of X ; In is the
identity n×n-matrix; diag(λ1, . . . , λn) is the diagonal matrix with diagonal
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elements λ1, . . . , λn; δij is the Kroneker symbol, i.e. δii = 1 and δij = 0 for
i 6= j (i, j = 1, . . . ).

The inequalities between the real matrices are understood component-
wise.

A matrix-function is said to be continuous, integrable, nondecreasing,
etc., if each of its component is such.

If X : [a, b] → R
n×m is a matrix-function, then

b

V
a
(X) is the sum of

total variations on [a, b] of its components xij (i = 1, . . . , n; j = 1, . . . , m);

V (X)(t) = (V (xij )(t))
n,m
i,j=1, where V (xij)(a) = 0, V (xij)(t) =

t

V
a
(xij ) for

a < t ≤ b; X(t−) and X(t+) are, respectively, the left and the right limits
of X at the point t (X(a−) = X(a), X(b+) = X(b)).

d1X(t) = X(t)−X(t−), d2X(t) = X(t+)−X(t).
‖X‖s = sup {‖X(t)‖ : t ∈ [a, b]} , |X |s = (‖xij‖s)

n,m
i,j=1.

BV([a, b], Rn×m) is the normed space of all bounded variation matrix-

functions X : [a, b] → R
n×m (i.e. such that

b

V
a
(X) < ∞) with the norm

‖X‖s.
BV([a, b], Rn×m

+ ) =
{
X ∈ BV([a, b], Rn×m) : X(t) ≥ On×m for t ∈ [a, b]

}
.

C(I, Rn×m) is the space of all continuous and bounded matrix-functions
X : [a, b] → R

n×m with the norm ‖X‖s,I = sup{‖X(t)‖ : t ∈ I}.
C(I, D), where D ⊂ R

n×m, is the set of all continuous and bounded
matrix-functions X : I → D.

Cloc(I, D) is the set of all continuous matrix-functions X : I → D.

C̃([a, b], D) is the set of all absolutely continuous matrix-functions X :
[a, b] → D.

C̃loc(I, D) is the set of all matrix-functions X : I → D whose restrictions

to an arbitrary closed interval [a, b] from I belong to C̃([a, b], D).

C̃loc(I \ {τk}
∞
k=1, D) is the set of all matrix-functions X : I → D whose

restrictions to an arbitrary closed interval [a, b] from I \ {τk}
∞
k=1 belong to

C̃([a, b], D).
If B1 and B2 are normed spaces, then an operator g : B1 → B2 (nonlin-

ear, in general) is positive homogeneous if

g(λx) = λg(x)

for every λ ∈ R+ and x ∈ B1.
An operator ϕ : BV([a, b], Rn) → R

n is called nondecreasing if for every
x, y ∈ BV([a, b], Rn) such that x(t) ≤ y(t) for t ∈ [a, b] the inequality
ϕ(x)(t) ≤ ϕ(y)(t) holds for t ∈ [a, b].

If α ∈ BV([a, b], R) has no more than a finite number of points of dis-
continuity, and m ∈ {1, 2}, then Dαm = {tαm1, . . . , tαmnαm

} (tαm1 < · · · <
tαmnαm

) is the set of all points from [a, b] for which dmα(t) 6= 0.
µαm = max{dmα(t) : t ∈ Dαm} (m = 1, 2).
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If β ∈ BV([a, b], R), then

ναmβj = max

{
djβ(tαml) +

∑

tαm l+1−m<τ<tαm l+2−m

djβ(τ) : l = 1, . . . , nαm

}

(j, m = 1, 2); here tα20 = a− 1, tα1nα1+1 = b + 1.
Sj : BV([a, b], R) → BV([a, b], R) (j = 0, 1, 2) are the operators defined,

respectively, by

S1(x)(a) = S2(x)(a) = 0,

S1(x)(t) =
∑

a<τ≤t

d1x(τ) and S2(x)(t) =
∑

a≤τ<t

d2x(τ) for a < t ≤ b,

and

S0(x)(t) = x(t) − S1(x)(t) − S2(x)(t) for t ∈ [a, b].

If g : [a, b] → R is a nondecreasing function, x : [a, b] → R and a ≤ s <
t ≤ b, then

t∫

s

x(τ) dg(τ) =

∫

]s,t[

x(τ) dS0(g)(τ) +
∑

s<τ≤t

x(τ)d1g(τ) +
∑

s≤τ<t

x(τ)d2g(τ),

where
∫

]s,t[

x(τ) dS0(g)(τ) is the Lebesgue–Stieltjes integral over the open

interval ]s, t[ with respect to the measure µ0(S0(g)) corresponding to the
function S0(g).

If a = b, then we assume

b∫

a

x(t) dg(t) = 0,

and if a > b, then we assume

b∫

a

x(t) dg(t) = −

a∫

b

x(t) dg(t).

Lp([a, b], R; g) (1 ≤ p < +∞) is the space of all µ(g)-measurable functions

x : [a, b] → R such that
b∫

a

|x(t)|pdg(t) < +∞ with the norm

‖x‖p,g =

( b∫

a

|x(t)|pdg(t)

) 1
p

.

L+∞([a, b], R; g) is the space of all µ(g)-measurable and µ(g)-essentially
bounded functions x : [a, b] → R with the norm

‖x‖+∞,g = ess sup{|x(t)| : t ∈ [a, b]}.
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If g(t) ≡ g1(t)− g2(t), where g1 and g2 are nondecreasing functions, then

t∫

s

x(τ) dg(τ) =

t∫

s

x(τ) dg1(τ) −

t∫

s

x(τ) dg2(τ) for s ≤ t.

L([a, b], R; g) is the set of all functions x : [a, b] → R, measurable and
integrable with respect to the measures µ(gi) (i = 1, 2), i.e. such that

b∫

a

|x(t)| dgi(t) < +∞ (i = 1, 2).

If G = (gik)l,n
i,k=1 ∈ BV([a, b], Rl×n) and X = (xkj)

n,m
k,j=1 : [a, b] → R

n×m,
then

Sj(G)(t) ≡ (Sj(gik)(t))
l,n

i,k=1 (j = 0, 1, 2)

and
b∫

a

dG(τ) ·X(τ) =

( n∑

k=1

b∫

a

xkj (τ) dgik(τ)

)l,m

i,j=1

.

Lp([a, b], Rn×m; G) is the space of all matrix-functions X = (xkj)
n,m
k,j=1 :

[a, b] → R
n×m sitisfying xkj ∈ Lp([a, b], R;gik) with the norm

‖X‖p,G =

n∑

i,k,j=1

‖xkj‖p,gik
.

If G(t) ≡ diag(t, . . . , t), then we assume ‖X‖Lp = ‖X‖p,G and omit G in
the notations containing G.

Lp([a, b], D; G), where D ⊂ R
n×m, is the set of all matrix-functions X ∈

LP ([a, b], Rn×m; G) such that X(t) ∈ D for t ∈ [a, b].
For every matrix-function X ∈ BV([a, b], Rn×n) such that det(In −

d1X(t)) 6= 0 for t ∈ [a, b] we put

[X(t)]0 = (In − d1X(t))−1,

[X(t)]i = (In − d1X(t))−1

t∫

a

dX−(τ) · [X(τ)]i−1

for t ∈ [a, b] (i = 1, 2, . . . ), (1.171)

(X(t))0 = On×n, (X(t))1 = X(t), (X(t))i+1 =

t∫

a

dX−(τ) · (X(τ))i

for t ∈ [a, b] (i = 1, 2, . . . ), (1.181)

and

V1(X)(t) = |(In − d1X(t))−1|V (X−)(t),
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Vi+1(X)(t) = |(In − d1X(t))−1|

t∫

a

dV (X−)(τ) · Vi(X)(τ)

for t ∈ [a, b] (i = 1, 2, . . . ), (1.191)

where X−(t) ≡ X(t−); and for every X ∈ BV([a, b], Rn×n) such that
det(In + d2X(t)) 6= 0 for t ∈ [a, b] we put

[X(t)]0 = (In + d2X(t))−1,

[X(t)]i = (In + d2X(t))−1

t∫

b

dX+(τ) · [X(τ)]i−1

for t ∈ [a, b] (i = 1, 2, . . . ), (1.172)

(X(t))0 = On×n, (X(t))1 = X(t), (X(t))i+1 =

t∫

a

dX+(τ) · (X(τ))i

for t ∈ [a, b] (i = 1, 2, . . . ) (1.182)

and

V1(X)(t) = |(In + d2X(t))−1|(V (X+)(t)(b)− V (X+)(t)|,

Vi+1(X)(t) = |(In + d2X(t))−1|

∣∣∣∣

t∫

b

dV (X+)(τ) · Vi(X)(τ)

∣∣∣∣

for t ∈ [a, b] (i = 1, 2, . . . ), (1.192)

where X+(t) ≡ X(t+).

If l ∈ N, then Nl = {1, . . . , l}, Ñl = {0, 1, . . . , l}.
E(J, Rn×m), where J ⊂ Z, is the space of all matrix-functions Y =

(yij)
n,m
i,j=1 : J → R

n×m with the norm

‖Y ‖J = max {‖Y (k)‖ : k ∈ J} , |Y |J = (‖yij‖J)
n,m

i,j=1 .

If α ∈ E(J, R+), then

‖Y ‖ν,α =

(∑

k∈J

α(k)‖Y (k)‖ν

) 1
ν

if 1 ≤ ν < +∞, and ‖Y ‖+∞,α = ‖Y ‖J

(if α(k) ≡ 1, then we omit α in these notations).
∆ is the difference operator of the first order, i.e.

∆Y (k − 1) = Y (k)− Y (k − 1) for Y ∈ E(Ñl, R
n×m), k ∈ Nl.

If a function Y is defined on Nl or Ñl−1, then we assume Y (0) = On×m,
or Y (l) = On×m, respectively, if it is necessary.

We say that the matrix-function X ∈ BV([a, b], Rn×n) satisfies the Lap-
po–Danilevskĭı condition if the matrices S0(X)(t), S1(X)(t) and S2(X)(t)
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are pairwise permutable for every t ∈ [a, b], and there exists t0 ∈ [a, b] such
that

t∫

t0

S0(X)(τ) dS0(X)(τ) =

t∫

t0

dS0(X)(τ) · S0(X)(τ) for t ∈ [a, b]. (1.20)

A vector-function x ∈ BV([a, b], Rn) is said to be a solution of the system
(1.1) if

x(t) = x(s) +

t∫

s

dA(τ) · x(τ) + f(t)− f(s) for a ≤ s ≤ t ≤ b.

By a solution of the system of generalized ordinary differential inequalities

dx(t) ≤ dA(t) · x(t) + f(t) (≥)

we mean a vector-function x ∈ BV([a, b], Rn) such that

x(t) ≤ x(s) +

t∫

s

dA(τ) · x(τ) + f(t)− f(s) (≥) for a ≤ s ≤ t ≤ b.

We assume that A(0) = On×n, f(0) = 0 and

det(In + (−1)jdjA(t)) 6= 0 for t ∈ [a, b] (j = 1, 2). (1.21)

The above inequalities guarantee the unique solvability of the Cauchy
problem for the corresponding systems (see [28, Theorem III.1.4]).

If s ∈ R and β ∈ BV[a, b], R) are such that

1 + (−1)jdjβ(t) 6= 0 for (−1)j(t− s) < 0 (j = 1, 2),

then by γβ(·, s) we denote the unique solution of the Cauchy problem

dγ(t) = γ(t) dβ(t), γ(s) = 1.

It is known (see [14], [15]) that

γβ(t, s) =





exp(S0(β)(t) − S0(β)(s))
∏

s<τ≤t

(1− d1β(τ))−1×

×
∏

s≤τ<t

(1 + d2β(τ)) for t > s,

exp(S0(β)(t) − S0(β)(s))
∏

t<τ≤s

(1− d1β(τ))×

∏
t≤τ<s

(1 + d2β(τ))−1 for t < s,

1 for t = s.

(1.22)

Definition 1.1. Let t1, . . . , tn ∈ [a, b]. We say that a pair (C, `0)
consisting of a matrix-function C = (cil)

n
i,l=1 ∈ BV([a, b], Rn×n) and a

positive homogeneous nondecreasing continuous operator `0 = (`0i)
n
i=1 :



12 M. Ashordia

BV([a, b], Rn×n
+ ) → R

n
+ belongs to the set U(t1, . . . , tn) if the functions cil

(i 6= l; i, l = 1, . . . , n) are nondecreasing on [a, b], and the system

sgn(t− ti)dxi(t) ≤

n∑

l=1

xl(t) dcil(t)

for t ∈ [a, b], t 6= ti (i = 1, . . . , n),

(−1)jdjxi(ti) ≤

n∑

l=1

xl(ti) djcil(ti) (j = 1, 2; i = 1, . . . , n)

(1.23)

has no nontrivial, nonnegative solution satisfying the condition

xi(ti) ≤ `0i(x1, . . . , xn) (i = 1, . . . , n). (1.24)

The above definition of the set U(t1, . . . , tn) differs from that given in
[3], [6], where it is, in particular, required that the functions cil (i 6= l;
i, l = 1, . . . , n) be continuous at the point ti and the condition

djcii(t) ≥ 0 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n)

be satisfied.
The set U(t1, . . . , tn) has been introduced by I. Kiguradze for ordinary

differential equations (see [17], [18]).
Here we quote some general results from [7], [27] on the solvability of the

problem (1.1), (1.5).
Let Y ∈ BV([a, b], Rn×n) be a fundamental matrix of the system (1.10)

under the condition
Y (a) = In.

Definition 1.2. A matrix-function G : [a, b] × [a, b] → R
n×n is said to

be the Green matrix of the problem (1.10), (1.50) if:
(a) for every s ∈]a, b[ the matrix-function G(·, s) satisfies the matrix equa-

tion
dX(t) = dA(t) ·X(t)

both on [a, s[ and ]s, b];

(b) G(t, t+)−G(t, t−)=Y (t)D−1

{ t∫

a

dL(τ) ·X(τ)X−1(t)(In−d1A(t))−1+

+

b∫

t

dL(τ) ·X(τ)X−1(t)(In + d2A(t))−1−

− d1L(t) · (In − d1A(t))−1 − d2L(t) · (In + d2A(t))−1

}
for t ∈]a, b[,

where

D =

b∫

a

dL(t) · Y (t); (1.25)
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(c) the vector-function x(t) =
b∫
a

dsG(t, s) · f(s) satisfies the condition

(1.50).

The Green matrix of the problem (1.10), (1.50) exists, and

G(t, s) =






−X(t)D−1
s∫
a

dL(t) ·X(τ)X−1(s) for a ≤ s < t ≤ b,

X(t)D−1
b∫
s

dL(t) ·X(τ)X−1(s) for a ≤ t < s ≤ b,

On×n for a ≤ t = s ≤ b.

(1.26)

Note that we can choose an arbitrary value for G(t, t) (a ≤ t ≤ b) instead
of that given above.

The Green matrix is unique in the following sense. If G1(t, s) is a matrix-
function satisfying the conditions (a)–(c), then

G(t, s)− G1(t, s) ≡ Y (t)H(s),

where H ∈ BV([a, b], Rn×n) is a matrix-function such that

H(s+) = H(s−) = C = const for s ∈ [a, b],

where C ∈ R
n×n is a constant matrix.

Theorem 1.1. The boundary value problem (1.1), (1.5) has a unique
solution if and only if the corresponding homogeneous problem (1.10), (1.50)
has only the trivial solution. If the latter condition holds, then the solution
x of the problem (1.1), (1.5) admits the representation

x(t) = x0(t) +

b∫

a

dsG(t, s) · f(s) for t ∈ [a, b], (1.27)

where x0 is a solution of the problem (1.10), (1.5), and G is the Green matrix
of the problem (1.10), (1.50).

We note that the problem (1.1), (1.5) is uniquely solvable if and only if

det D 6= 0, (1.28)

where the matrix D is defined by (1.25).

Corollary 1.1. Let the matrix-function A satisfy the Lappo–Danilevskĭı
condition. Then the problem (1.1), (1.5) is uniquely solvable if and only if

det

( b∫

a

dK(t) · exp(S0(A)(t))
∏

a≤τ<t

(In + d2A(τ))×

×
∏

a<τ≤t

(In − d1A(τ))−1

)
6= 0. (1.29)
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This corollary follows from Theorem 1.1 and (1.28), since by Lemma 2.3
from [8] the matrix-function Y defined by Y (a) = In and

Y (t) = exp(S0(A)(t))
∏

a≤τ<t

(In + d2A(τ))×

×
∏

a<τ≤t

(In − d1A(τ))−1 for a < t ≤ b (1.30)

is the fundamental matrix of the system (1.10).

Remark 1.2. If the homogeneous problem (1.10) (1.50) has a nontrivial
solution, then for every f ∈ BV([a, b], Rn) there exists a vector c0 ∈ R

n such
that the problem (1.1), (1.5) has no solution.

In general, it is quite difficult to verify the condition (1.28) directly even
in the case when one is able to write out the fundamental matrix of the
system (1.10) explicitly. Therefore it is important to seek for effective con-
ditions which would guarantee the absence of nontrivial solutions of the
homogeneous problem (1.10), (1.50). Such results can be found in Section
2. Analogous results have been obtained by T. Kiguradze for ordinary dif-
ferential equations [18], [20].

Here the use will be made of the following formulas:

b∫

a

f(t) dg(t) =

b∫

a

f(t) dg(t−) + f(b)d1g(b),

b∫

a

f(t) dg(t) =

b∫

a

f(t) dg(t+) + f(a)d2g(a),

(1.31)

b∫

a

f(t) dg(t) +

b∫

a

g(t) df(t) = f(b)g(b)− f(a)g(a)+

+
∑

a<t≤b

d1f(t) · d1g(t)−
∑

a≤t<b

d2f(t) · d2g(t)

(integration-by-parts formula), (1.32)

b∫

a

f(t) dS1(g)(t) =
∑

a<t≤b

f(t) d1g(t),

b∫

a

f(t) dS2(g)(t) =
∑

a≤t<b

f(t) d2g(t)

(1.33)

(see [28, Theorems I.4.25, I.4.33, Lemma I.4.23]) and
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b∫

a

fk(t) df(t) =
1

k + 1

[
fk+1(b)− fk+1(a)+

+

k−1∑

m=0

( ∑

a<t≤b

fm(t) d1f(t) · d1f
k−m(t)−

−
∑

a≤t<b

fm(t) d2f(t) · d2f
k−m(t)

)]
(k = 1, 2, . . . ) (1.34)

(see [7, Lemma 1.1]) for f, g ∈ BV([a, b], R).
If (1.21) holds and X (X(a) = In) is the fundamental matrix of the

system (1.1), then

X−1(t) = I + A(0)−X−1(t)A(t) +

t∫

a

dX−1(τ) ·A(τ) for t ∈ [a, b] (1.35)

and

x(t) = f(t)− f(t0) + X(t)

{
X−1(t0)c0−

−

t∫

t0

dX−1(s) · (f(s)− f(t0))
}

for t ∈ [a, b]

(variation-of-constants formula), (1.36)

where t0 ∈ [a, b] and c0 ∈ R
n are arbitrary, and x is the solution of the

system (1.1) satisfying the Cauchy condition x(a0) = c0 (see [28, p. 120]).

2. Formulation of the Results

2.1. Theorems on the Solvability of the General Linear Problem
(1.1), (1.5).

Theorem 2.1. The boundary value problem (1.1), (1.5) has a unique
solution if and only if there exist natural numbers k and m such that the
matrix

Mk = −
k−1∑

i=0

b∫

a

dL(t) · [A(t)]i (2.1)

is nonsingular and

r(Mk,m) < 1, (2.2)

where

Mk,m = Vm(A)(c) +

(m−1∑

i=0

|[A(·)]i|s

)
·

b∫

a

dV (M−1
k L)(t) · Vk(A)(t), (2.3)
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[A(t)]i (i = 0, 1, . . . ) and Vi(A)(t) (i = 0, 1, . . . ) are defined, respectively, by
(1.17l) and (1.19l) for some l ∈ {1, 2}, and c = b + (a− b)(l − 1).

Theorem 2.1′. Let there exist natural numbers k and m such that the
matrix

Mk = L(a)−

k−1∑

i=0

b∫

a

dL(t) · (A(t))i (2.4)

is nonsingular and the inequality (2.2) holds, where

Mk,m = (V (A)(c))m +

(
In +

m−1∑

i=0

|(A(·))i|s

)
×

×

b∫

a

dV (M−1
k L)(t) · (V (A)(t))k , (2.5)

(A(t))i (i = 0, 1, . . . ) and (V (A)(t))i (i = 0, 1, . . . ) are defined by (1.18l) for
some l ∈ {1, 2}, and c = b + (a − b)(l − 1). Then the problem (1.1), (1.5)
has one and only one solution.

Corollary 2.1. Let either

det(L(a)) 6= 0 (2.6)

or
L(a) = On×n, (2.7)

and the conditions
b∫

a

dL(t) · (A(t))i = On×n (i = 0, . . . , j − 1) (2.8)

and

det

( b∫

a

dL(t) · (A(t))j

)
6= 0 (2.9)

hold for some natural j, where (A(t))i (i = 0, . . . , l) are defined by (1.181)
or (1.182). Then there exists ε0 > 0 such that the problem (1.6), (1.5) has
one and only one solution for every ε ∈]0, ε0[.

Theorem 2.2. Let a matrix-function A0 ∈ BV([a, b], Rn×n) be such that
the homogeneous system

dx(t) = dA0(t) · x(t) (2.10)

has only the trivial solution satisfying the boundary condition (1.50), and let
the matrix-function A ∈ BV([a, b], Rn×n) admit the estimate

b∫

a

|G0(t, τ)|dV (S0(A−A0))(τ) +
∑

a<τ≤b

|G0(t, τ−) · d1(A(τ) −A0(τ))|+
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+
∑

a≤τ<b

|G0(t, τ+) · d2(A(τ) −A0(τ))| ≤ M for t ∈ [a, b], (2.11)

where G0(t, τ) is the Green matrix of the problem (2.10), (1.50), and M ∈
R

n×n
+ is a constant matrix such that

r(M) < 1. (2.12)

Then the problem (1.1), (1.5) has one and only one solution.

2.2. Theorems on the Solvability of the General Multi-Point Bo-
undary Value Problem (1.1), (1.2).

Theorem 2.3. The boundary value problem (1.1), (1.2) has a unique
solution if and only if the corresponding homogeneous problem (1.10), (1.20)
has only the trivial solution, i.e. if and only if

det

( n0∑

j=1

Lj Y (tj)

)
6= 0, (2.13)

where Y is a fundamental matrix of the system (1.10). If the latter condition
holds, then the solution x of the problem (1.1), (1.2) admits the representa-
tion (1.27), where x0 is a solution of the problem (1.10), (1.2), and G is the
Green matrix of the problem (1.10), (1.20).

It is not difficult to verify that the Green matrix of the problem (1.10),
(1.20) has the following form:

G(t, s) =






Y (t)
n0∑

j=1

(1− χ[a,tj ](s))ZjY
−1(s) for a ≤ s < t ≤ b,

−Y (t)
n0∑

j=1

χ[a,tj ](s)ZjY
−1(s) for a ≤ t < s ≤ b,

On×n for a ≤ t = s ≤ b,

(2.14)

where

Zj =

( n0∑

i=1

Li Y (ti)

)−1

Lj Y (tj) (j = 1, . . . , n0),

and χ[a,tj ] is the characteristic function of the closed interval [a, tj ].

Corollary 2.2. Let the matrix-function A satisfy the Lappo–Danilevskĭı
condition. Then the problem (1.1), (1.2) is uniquely solvable if and only if

det

( n0∑

j=1

Lj exp(S0(A)(tj)) ·
∏

a≤τ<tj

(In + d2A(τ))×

×
∏

a<τ≤tj

(In − d1A(τ))−1

)
6= 0.
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Theorem 2.4. The boundary value problem (1.1), (1.2) is uniquely
solvable if and only if there exist natural numbers k and m such that the
matrix

Mk =

n0∑

j=1

k−1∑

i=0

Lj [A(tj)]i

is nonsingular and the inequality (2.2) holds, where

Mk,m = Vm(A)(c) +

(m−1∑

i=0

|[A(·)]i|s

) n0∑

j=1

|M−1
k Lj |Vk(A)(tj),

[A(t)]i (i = 0, 1, . . . ) and Vi(A)(t) (i = 0, 1, . . . ) are defined, respectively, by
(1.17l) and (1.19l) for some l ∈ {1, 2}, and c = b + (a− b)(l − 1).

Theorem 2.4′. Let there exist natural numbers k and m such that the
matrix

Mk =

n0∑

j=1

Lj

( k−1∑

i=0

(A(tj))i − 1

)

is nonsingular and the inequality (2.2) holds, where

Mk,m = (V (A)(c))m +

(
In +

m−1∑

i=0

|(A(·))i|s

) n0∑

j=1

|M−1
k Lj |(V (A)(tj))k,

(A(t))i (i = 0, 1 . . . ) and (V (A)(t))i (i = 0, 1, . . . ) are defined by (1.18l) for
some l ∈ {1, 2}, and c = b + (a − b)(l − 1). Then the problem (1.1), (1.2)
has one and only one solution.

Corollary 2.3. Let

det

( n0∑

j=1

Lj

)
6= 0 (2.15)

and

r (L0V (A)(b)) < 1,

where

L0 = In +

∣∣∣∣
( n0∑

j=1

Lj

)−1∣∣∣∣
n0∑

j=1

|Lj |.

Then the problem (1.1), (1.2) has one and only one solution.

Corollary 2.4. Let either the condition (2.15) hold, or there exist a
natural number k such that the conditions

n0∑

j=1

Lj = On×n, det

( n0∑

j=1

Lj(A(tj))i

)
= 0 (i = 0, . . . , k − 1)

and

det

( n0∑

j=1

Lj(A(tj))k

)
6= 0
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hold. Then there exists ε0 > 0 such that the problem (1.6), (1.2) has one
and only one solution for every ε ∈]0, ε0[.

2.3. Theorems on the Solvability of the Problems (1.1), (1.3) and
(1.1), (1.4).

Theorem 2.5. Let there exist a matrix-function C = (cil)
n
i,l=1 ∈

BV([a, b], Rn×n) and an operator `0 = (`0i)
n
i=1 satisfying the condition

(C, `0) ∈ U(t1, . . . , tn) (2.16)

such that

S0(aii)(t)− S0(aii)(s) ≤ (S0(cii)(t)− S0(cii)(s)) sgn(t− s)

for (t− s)(s− ti) > 0, s, t ∈ [a, b] (i = 1, . . . , n), (2.17)

(−1)j+m (|1 + (−1)mdmaii(t)| − 1) ≤ dmcii(t)

for (−1)j(t− ti) ≥ 0 (j, m = 1, 2; i = 1, . . . , n), (2.18)

|S0(ail)(t)− S0(ail)(s)| ≤ S0(cil)(t) − S0(cil)(s)

for a ≤ s < t ≤ b (i 6= l; i, l = 1, . . . , n) (2.19)

and

|djail(t)| ≤ djcil(t) for t ∈ [a, b] (j = 1, 2; i 6= l; i, l = 1, . . . , n). (2.20)

Let, moreover,

|`i(x1, . . . , xn)| ≤ `0i(|x1|, . . . , |xn|)

for (xl)
n
l=1 ∈ BV([a, b], Rn) (i = 1, . . . , n). (2.21)

Then the problem (1.1), (1.4) has one and only one solution.

Theorem 2.6. Let the conditions

S0(aii)(t)− S0(aii)(s) ≤ sgn(t− s)

t∫

s

hii(τ) dS0(αi)(τ)

for (t− s)(s− ti) > 0, s, t ∈ [a, b] (i = 1, . . . , n), (2.22)

(−1)j+m (|1 + (−1)mdmaii(t)| − 1) ≤ hii(t) dmαi(t)

for (−1)j(t− ti) ≥ 0 (j, m = 1, 2; i = 1, . . . , n), (2.23)

|S0(ail)(t)− S0(ail)(s)| ≤

t∫

s

hil(τ) dS0(αl)(τ)

for a ≤ s < t ≤ b (i 6= l; i, l = 1, . . . , n) (2.24)

and

|djail(t)| ≤ hil(t)djαl(t)

for t ∈ [a, b] (j = 1, 2; i 6= l; i, l = 1, . . . , n) (2.25)
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hold, where αl (l = 1, . . . , n) are functions nondecreasing on [a, b] and
having not more than a finite number of points of discontinuity, hii ∈
Lµ([a, b], R; αi), hil ∈ Lµ([a, b], R+; αl) (i 6= l; l = 1, . . . , n), 1 ≤ µ ≤ +∞.
Let, moreover,

|`i(x1, . . . , xn)| ≤

2∑

m=0

n∑

k=1

`mik‖xk‖ν,Sm(αk)

for (xk)n
k=1 ∈ BV([a, b], Rn) (i = 1, . . . , n) (2.26)

and
r(H) < 1, (2.27)

where `mik ∈ R+ (m = 0, 1, 2; i, k = 1, . . . , n), 1
µ

+ 2
ν

= 1, and the 3n× 3n-

matrix H = (Hj+1 m+1)
2
j,m=0 is defined by

Hj+1 m+1 =
(
ξij`mik + λkmij‖hik‖µ,Sm(αi)

)n
i,k=1

(j, m = 0, 1, 2),

ξij = (Sj(αi)(b)− Sj(αi)(a))
1
ν (j = 0, 1, 2, ; i = 1, . . . , n);

λk0i0 =

{(
4

π2

) 1
ν ξ2

k0 if S0(αi)(t) ≡ S0(αk)(t),

ξk0ξi0 if S0(αi)(t) 6≡ S0(αk)(t) (i, k = 1, . . . , n);

λkmij = ξkmξij if m2 + j2 > 0, mj = 0 (j, m = 0, 1, 2; i, k = 1, . . . , n),

λkmij =

(
1

4
µαkmναkmαij sin−2 π

4nαkm+2

) 1
ν

(j, m=1, 2; i, k = 1, . . . , n).

Then the problem (1.1), (1.4) has one and only one solution.

Remark 2.1. The 3n × 3n-matrix H appearing in Theorem 2.6 can be
replaced by the n× n-matrix

(
max

{ 2∑

j=0

(
ξij`mik + λkmij‖hik‖µ,Sm(αk)

)
: m = 0, 1, 2

})n

i,k=1

.

Corollary 2.5. Let the conditions (2.22)–(2.25) hold, where αl (l =
1, . . . , n) are functions nondecreasing on [a, b] and having not more than a fi-
nite number of point of discontinuity, hii ∈ Lµ([a, b], R; αi), hil ∈
Lµ([a, b], R+; αl) (i 6= l; i, l = 1, . . . , n), 1 ≤ µ ≤ +∞. Let, moreover,

r(H0) < 1,

where H0 =
(
(λkmij‖hik‖µ,Sm(αi))

n
i,k=1

)2

m,j=0
is a 3n × 3n-matrix, and

λkmij , ξij (j, m = 0, 1, 2; i, k = 1, . . . , n) and ν are defined as in Theorem
2.6. Then the problem (1.1), (1.3) has one and only one solution.

Remark 2.2. The 3n× 3n-matrix H0 appearing in Corollary 2.5 can be
replaced by the n× n-matrix

(
max

{ 2∑

j=0

λkmij‖hik‖µ,Sm(αk) : m = 0, 1, 2

})n

i,k=1

.
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By Remark 2.2, Corollary 2.5 has the following form for hil(t) ≡ hil =
const (i, l = 1, . . . , n) and µ = +∞.

Corollary 2.6. Let the conditions

S0(aii)(t)− S0(aii)(s) ≤ sgn(t− s)hii|S0(α)(t) − S0(α)(s)|

for (t− s)(s− ti) > 0, s, t ∈ [a, b] (i = 1, . . . , n), (2.28)

(−1)j+m (|1 + (−1)mdmaii(t)| − 1) ≤ hii dmα(t)

for (−1)j(t− ti) ≥ 0 (j, m = 1, 2; i = 1, . . . , n), (2.29)

|S0(ail)(t)− S0(ail)(s)| ≤ hil(S0(α)(t) − S0(α)(s))

for a ≤ s < t ≤ b (i 6= l; i, l = 1, . . . , ) (2.30)

and

|djail(t)| ≤ hildjα(t) for t ∈ [a, b] (j = 1, 2; i 6= l; i, l = 1, . . . , n) (2.31)

hold, where α a is function nondecreasing on [a, b] and having not more
than a finite number of points of discontinuity, hii ∈ R, hil ∈ R+ (i 6= l;
i, l = 1, . . . , n). Let, moreover,

ρ0 r(H) < 1, (2.32)

where

H = (hik)n
i,k=1, ρ0 = max

{ 2∑

j=0

λmj : m = 0, 1, 2

}
,

λ00 =
2

π
(S0(α)(b) − S0(α)(a)) ,

λ0j = λj0 = (S0(α)(b) − S0(α)(a))
1
2 (Sj(α)(b) − Sj(α)(a))

1
2 (j = 1, 2),

λmj =
1

2
(µαmναmαj)

1
2 sin−1 π

4nαm+2 + 2
(m, j = 1, 2).

Then the problem (1.1), (1.3) has one and only one solution.

Remark 2.3. The condition (2.32) is optimal in the sense that it cannot
be replaced by the nonstrict inequality

ρ0r(H) ≤ 1.

The corresponding example is constructed for ordinary differential equa-
tions in [18]. For the sake of completeness we present here this example.

Consider the problem

dx1

dt
= x2,

dx2

dt
= −

π2

4(b− a)2
x1, (2.33)

x1(a) = 0, x2(b) = 0, (2.34)

In this case

n = 2, t1 = a, t2 = b, a11(t) = a22(t) ≡ 0,
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a12(t) ≡ t, a21(t) ≡ −
π

4(b− a)2
t,

and the conditions (2.28)–(2.31) are fulfilled for

h11 = h22 = 0, h12 = 1, h21 =
π2

4(b− a)2
, α(t) ≡ t.

Moreover,

ρ0 =
2(b− a)

π
,

and

λ1 =
π

2(b− a)
and λ2 = −

π

2(b− a)

are the eigenvalues of the matrix

H =

(
0 1
π2

4(b−a)2 0

)
.

Therefore

ρ0r(H) = 1. (2.35)

Thus for the problem (2.33) and (2.34) all the conditions of Corollary
2.6 are fulfilled, with exclusion of the condition (2.32) instead of which the
equality (2.35) holds. On the other hand, the problem (2.33), (2.34) is not
uniquely solvable because it has a nontrivial solution

x1(t) = sin
π(t− a)

2(b− a)
, x2(t) =

π

2(b− a)
cos

π(t− a)

2(b− a)

along with the trivial one.
Below, we will give a general theorem (see Theorem 2.8) on the unsolv-

ability of the problem (1.1), (1.4) in the case where the condition (2.16) is
violated.

Theorem 2.7. Let the conditions

S0(aii)(t)− S0(aii)(s) ≤ [hii(S0(αi)(t)− S0(αi)(s))+

+ S0(αii)(t) − S0(αii)(s)] sgn(t− s)

for (t− s)(s− ti) > 0, s, t ∈ [a, b] (i = 1, . . . , n);

(−1)j+m (|1 + (−1)mdmaii(t)| − 1) ≤ hii dmαi(t) + dmαii(t)

for (−1)j(t− ti) ≥ 0 (j, m = 1, 2; i = 1, . . . , n);

|S0(ail)(t)− S0(ail)(s)| ≤ hil(S0(αi)(t) − S0(αi)(s))+

+ S0(αil)(t) − S0(αil)(s)

for a ≤ s < t ≤ b (i 6= l; i, l = 1, . . . , n),

|djail(t)| ≤ hildjαi(t) + djαil(t)

for t ∈ [a, b] (j = 1, 2; i 6= l; i, l = 1, . . . , n);

|`i(x1, . . . , xn)| ≤ |µi| |xi(si)|
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for x = (xl)
n
l=1 ∈ BV([a, b], Rn) (i = 1, . . . , n); (2.36)

djαi(ti) ≤ 0, 0 ≤ djαi(t) < |ηi|
−1

for (−1)j(t− ti) < 0 (j = 1, 2; i = 1, . . . , n) (2.37)

and

|µi|γi(si, ti) < 1 (i = 1, . . . , n) (2.38)

hold, where hii < 0, hil ≥ 0 (i 6= l; i, l = 1, . . . , n), µi ∈ R, ηi < 0,
si ∈ [a, b], si 6= ti (i = 1, . . . , n); αii (i = 1, . . . , n) are functions nonde-
creasing on [a, b]; αil, αi ∈ BV([a, b], R) (i 6= l; i, l = 1, . . . , n) are func-
tions nondecreasing on every interval [a, ti[ and ]ti, b]; γi(t, s) ≡ γai

(t, s)
(i = 1, . . . , n), the function γai

is defined according to (1.22), and ai(t) ≡
ηi(αi(t)− αi(ti)) sgn(t− ti) (i = 1, . . . , n). Let, moreover,

gii < 1 (i = 1, . . . , n) (2.39)

and the real part of every characteristic value of the matrix (ξil)
n
i,l=1 be

negative, where

ξil = hil (δil + (1− δil)hi)− hiigil (i, l = 1, . . . , n),

gil = |µi| (1− |µi|γi(si, ti))
−1

γil(si) + max{γil(a), γil(b)} (i, l = 1, . . . , n),

γil(ti) = 0, γil(t) = |αil(t)− αil(ti)| − (1− δil)djαil(ti)

for (−1)j(t− ti) > 0 (j = 1, 2; i, l = 1, . . . , n),

hi = 1 if |µi| ≤ 1, and hi = 1 + (|µi| − 1)(1− |µi|γi(si, ti))
−1

if |µi| > 1 (i = 1, . . . , n).

Then the problem (1.1), (1.5) has one and only one solution.

Theorem 2.8. Let `0i : BV([a, b], Rn
+) → R+ (i = 1, . . . , n) be linear con-

tinuous functionals, the matrix-function C = (cil)
n
i,l=1 ∈ BV([a, b], Rn×n)

be such that the functions cil (i 6= l; i, l = 1, . . . , n) are nondecreasing on
[a, b] and the problem (1.23), (1.24) has a nontrivial nonnegative solution
x = (xi)

n
i=1, i.e. the condition (2.16) is violated. Let, moreover,

djcii(t) ≥ 0 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n). (2.40)

Then there exist a matrix-function A = (ail)
n
i,l=1 ∈ BV([a, b], Rn×n), linear

continuous functionals `i : BV([a, b], Rn) → R (i = 1, . . . , n) and numbers
c0i ∈ R (i = 1, . . . , n) such that the conditions (2.17)–(2.21) are fulfilled,but
the problem (1.10), (1.4) is unsolvable. In addition, if the matrix-function
C = (cil)

n
i,l=1 is such that

det
(
In + (−1)j diag(sgn(t− t1), . . . , sgn(t− tn))djC(t)×

× diag(ε1, . . . , εn)
)
6= 0 for t ∈ [a, b] (j = 1, 2), (2.41)
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where εi ∈ [0, 1] (i = 1, . . . , n), then the matrix-function A = (ail)
n
i,l=1

satisfies the condition (1.21).

Remark 2.4. The condition (2.41) holds, for example, if either
n∑

l=1

|djcil(t)| < 1 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n) (2.42)

or

djcii(t) ≤ 1 for (−1)j(t− ti) < 0 (j = 1, 2; i = 1, . . . , n) (2.43)

and
n∑

l=1, l6=i

|djcil(t)| <
∣∣1 + (−1)j sgn(t− ti)djcii(t)

∣∣

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n) (2.44)
(

n∑

l=1, l6=i

|djcli(t)| <
∣∣1 + (−1)j sgn(t− ti)djcii(t)

∣∣

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n)

)
.

3. Boundary Value Problems for Impulsive Systems

In this section we will realize the results of Section 2 for the impulsive
systems (1.7), (1.2)-(1.7), (1.5).

We will assume that P ∈ L([a, b], Rn×n), q ∈ L([a, b], Rn), Gk ∈ R
n×n,

gk ∈ R
n, τk ∈ [a, b] (k = 1, 2, . . . ).

By a solution of the impulsive system (1.7) we understand a continuous

from the left vector-function x ∈ C̃loc([a, b] \ {τk}
∞
k=1, R

n) ∩ BV([a, b]Rn)
satisfying both the system

dx(t)

dt
= P (t)x(t) + q(t) for a.e. t ∈ [a, b] \ {τk}

∞
k=1

and the relation
x(τk+)− x(τk−) = Gkx(τk) + gk

for every k ∈ {1, 2, . . .}.
Quite a number of issues of the theory of systems of differential equa-

tions with impulsive effect (both linear and nonlinear) have been studied
sufficiently well (for survey of the results on impulsive systems see, e.g.,
[21], [25], [26], [29], [30], and references therein). But the above-mentioned
works do not contain the results analogous to those obtained in [17], [18]
for ordinary differential equations. Using the theory of generalized ordinary
differential equations, we extend these results to the systems of impulsive
equations.

Here we assume that the conditions (1.8) and

det(In + Gk) 6= 0 (k = 1, 2, . . .) (3.1)
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hold.
By ν(t) (a < t ≤ b) we denote the number of the points τk (k = 1, 2, . . .)

belonging to [a, t[ , ν(a) = 1.
To establish the results dealing with the boundary value problems for the

impulsive system (1.7), we use the following concept.
It is easy to show that the vector-function x is a solution of the impulsive

system (1.7) if and only if it is a solution of the system (1.1), where

A(a) = On×n, f(a) = 0,

A(t) =

t∫

a

P (τ) dτ +
∑

a≤τk<t

Gk,

f(t) =

t∫

a

q(τ) dτ +
∑

a≤τk<t

gk for a < t ≤ b

(by (1.8), we have A ∈ BV([a, b], Rn×n) and f ∈ BV([a, b], Rn)). Therefore
the system (1.7) is a particular case of the system (1.1). In addition, in this
case the condition (3.1) is equivalent to the condition (1.21), since A and f
are continuous from the left.

We will need the forms of operators defined by means of (1.17j)–(1.19j)
(j = 1, 2). First of all, we note that the operators defined by (1.171) ((1.172))
and (1.181) ((1.182)) coincide among themselves if X is a continuous from
the left (from the right) matrix-function.

For every matrix-function X ∈ L([a, b], Rn×n) and a sequence of constant
matrices Yk ∈ R

n×n (k = 0, 1, . . .) we put
[
(X, {Yk}

∞
k=1)(t)

]
0

= In for a ≤ t ≤ b,
[
(X, {Yk}

∞
k=1)(a)

]
i
= On×n (i = 1, 2, . . .),

[
(X, {Yk}

∞
k=1)(t)

]
i+1

=

t∫

a

X(τ) ·
[
(X, {Yk}

∞
k=1)(τ)

]
i
dτ+

+
∑

a≤τk<t

Yk ·
[
(X, {Yk}

∞
k=1)(τk)

]
i

for a < t ≤ b (i = 1, 2, . . .). (3.2)

Note that in this case for the operators Vi (i = 1, 2, . . .) defined by (1.191),
we have

Vi(X, {Yk}
∞
k=1)(t) =

[(
|X(·)|, {|Yk|}

∞
k=1)(t)

]
i

for a ≤ t ≤ b (i = 1, 2, . . .).

The definition of the set U(t1, . . . , tn) has in this case the following form.

Definition 3.1. Let t1, . . . , tn ∈ [a, b] and τk ∈ [a, b] (k = 1, 2, . . .).
We say that the triple (Q, {Hk}

∞
k=1, `0) consisting of a matrix-function

Q = (qil)
n
i,l=1 ∈ L([a, b], Rn×n), a sequence of constant matrices Hk =

(hkil)
n
i,l=1 ∈ R

n×n (k = 1, 2, . . .) and a positive homogeneous nondecreasing
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continuous operator `0 = (`0i)
n
i=1 : BV([a, b], Rn

+) → R
n
+ belongs to the set

U(t1, . . . , tn; τ1, τ2, . . .) if qil(t) ≥ 0 (i 6= l; i, l = 1, . . . , n) for a.e. t ∈ [a, b],
hkil ≥ 0 (i 6= l; i, l = 1, . . . , n; k = 1, 2, . . .), and the system

x′i(t) sgn(t− ti) ≤
n∑

l=1

qil(t)xl(t) (i = 1, . . . , n),

xi(τk+)− xi(τk−) ≤

n∑

l=1

hkilxl(τk) (i = 1, . . . , n; k = 1, 2, . . .)

(3.3)

has no nontrivial nonnegative solution satisfying the condition

xi(ti) ≤ `0i(x1, . . . , xn) (i = 1, . . . , n). (3.4)

3.1. Solvability of the Problem (1.7), (1.5).

Theorem 3.1. The boundary value problem (1.7), (1.5) has a unique
solution if and only if the corresponding homogeneous problem (1.70), (1.50)
has only the trivial solution. If the latter condition holds, then the solution
x of the problem (1.7), (1.5) admits the representation

x(t) = x0(t)−

b∫

a

G(t, τ)q(τ) dτ −
∑

a≤τk<b

G(t, τk)gk,

where x0 is a solution of the problem (1.70), (1.5), and G(t, τ) defined by
(1.26) is the Green matrix of the problem (1.70), (1.50).

Theorem 3.2. The boundary value problem (1.7), (1.5) has a unique
solution if and only if there exist natural numbers k and m such that the
matrix

Mk = −

k−1∑

i=0

b∫

a

dL(t) ·
[
(P, {Gk}

∞
k=1)(t)

]
i

is nonsingular and the inequality (2.2) holds, where the operators
[(P, {Gk}

∞
k=1)(t)]i (i = 0, 1, . . .) are defined by (3.2),

Mk,m =
[(
|P |, {|Gk|}

∞
k=1

)
(b)
]
m

+

+

m−1∑

i=0

[(
|P |, {|Gk|}

∞
k=1

)
(b)
]
i
·

b∫

a

dV (M−1
k L)(t) ·

[(
|P |, {|Gk|}

∞
k=1

)
(t)
]
k
.

Corollary 3.1. Let either the condition (2.6), or the conditions (2.7),

b∫

a

dL(t) ·
[
(P, {Gk}

∞
k=1)(t)

]
i
= On×n (i = 0, . . . , j − 1)

and

det
( b∫

a

dL(t) ·
[
(P, {Gk}

∞
k=1)(t)

]
j

)
6= 0
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hold for some natural j. Then there exists ε0 > 0 such that the impulsive
system

dx

dt
= εP (t)x + q(t),

x(τk+)− x(τk−) = εGkx(τk) + gk (k = 1, 2, . . .)
(3.5)

has one and only one solution satisfying the condition (1.5) for every ε ∈
]0, ε0[ .

Theorem 3.3. Let a matrix-function P0 ∈ L([a, b], Rn×n) and constant
matrices G0k ∈ R

n×n (k = 1, 2, . . . ) be such that
∞∑

k=1

‖G0k‖ < ∞

and the homogeneous system

dx

dt
= P0(t)x,

x(τk+)− x(τk−) = G0kx(τk) (k = 1, 2, . . .)
(3.6)

has only the trivial solution satisfying the condition (1.50). Let, moreover,
the matrix-function P ∈ L([a, b], Rn×n) and the constant matrices Gk ∈
R

n×n (k = 1, 2, . . . ) admit the estimate

b∫

a

|G0(t, τ)| ·
∣∣P (τ)− P0(τ)

∣∣ dτ +

∞∑

k=1

∣∣G0(t, τk+) · (Gk −G0k)
∣∣ < M,

where G0 is the Green matrix of the problem (3.6), (1.50), and M ∈ R
n×n
+

is a constant matrix satisfying the inequality (2.12). Then the problem
(1.7), (1.5) has one and only one solution.

3.2. Solvability of the Problem (1.7), (1.2).

Theorem 3.4. Let the function P ∈ L([a, b], Rn×n) satisfy the Lappo–
Danilevskĭı condition, and

P (t)Gk = GkP (t) for a.e. t ∈ [a, b] (k = 1, 2, . . .).

Then the problem (1.7), (1.2) is uniquely solvable if and only if

det

( n0∑

j=1

Lj exp(P (tj)) ·
∏

a≤τk<tj

(In + Gk)

)
6= 0.

Theorem 3.5. The boundary value problem (1.7), (1.2) is uniquely solv-
able if and only if there exist natural numbers k and m such that the matrix

Mk =

n0∑

j=1

k−1∑

i=0

Lj

[
(P, {Gl}

∞
l=1)(tj)

]
i

is nonsingular and the inequality (2.2) holds, where

Mk,m =
[(
|P |, {|Gl|}

∞
l=1

)
(b)
]
m

+
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+
(m−1∑

i=0

[(
|P |, {|Gl|}

∞
l=1

)
(b)
]
i

)
·

n0∑

j=1

|M−1
k Lj | ·

[(
|P |, {|Gl|}

∞
l=1

)
(tj)
]
k
.

Corollary 3.2. Let the condition (2.15) hold and

r(L0A0) < 1,

where

L0 = In +
∣∣∣
( n0∑

j=1

Lj

)−1∣∣∣
n0∑

j=1

|Lj |

and

A0 =

b∫

a

|P (t)| dt +
∞∑

k=1

|Gk|.

Then the problem (1.7), (1.2) has one and only one solution.

Corollary 3.3. Let either the condition (2.15) hold, or there exist a
natural number m such that

n0∑

j=1

Lj = On×n,

det

( n0∑

j=1

Lj

[ tj∫

a

P (τ) dτ +
∑

a≤τk<tj

Gk

]

i

)
= 0 (i = 0, . . . , m− 1)

and

det

( n0∑

j=1

Lj

[ tj∫

a

P (τ) dτ +
∑

a≤τk<tj

Gk

]

m

)
6= 0.

Then there exists ε0 > 0 such that the problem (3.5), (1.2) has one and only
one solution for every ε ∈ ]0, ε0[ .

3.3. Solvability of the problems (1.7), (1.3) and (1.7), (1.4).

Theorem 3.6. Let there exist a matrix-function Q = (qil)
n
i,l=1 ∈

L([a, b], Rn×n), a sequence of constant matrices Hk = (hkil)
n
i,l=1 ∈ R

n×n

(k = 1, 2, . . .) and a positive homogeneous nondecreasing continuous opera-
tor `0 = (`0i)

n
i=1 : BV([a, b], Rn

+) → R
n
+ satisfying the condition

(Q, {Hk}
∞
k=1, `0) ∈ U(t1, . . . , tn; τ1, τ2, . . .) for a.e. t ∈ [a, b] (3.7)

such that

pii(t) sgn(t− ti) ≤ qii(t) (i = 1, . . . , n), (3.8)

(−1)j
(
|1 + gkii| − 1

)
≤ hkii

for (−1)j(τk − ti) ≥ 0 (j = 1, 2; i = 1, . . . , n; k = 1, 2, . . .), (3.9)

|pil(t)| ≤ qil(t) for a.e. t ∈ [a, b] (i 6= l; i, l = 1, . . . , n) (3.10)
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and

|gkil| ≤ hkil (i 6= l; i, l = 1, . . . , n; k = 1, 2, . . .). (3.11)

Let, moreover, the condition (2.21) hold. Then the problem (1.7), (1.4) has
one and only one solution.

Theorem 3.7. Let the impulsive system (1.7) have a finite number of
jump points (i.e. τm0 = τm0+1 = · · · for some m0 ∈ {1, 2, . . .}), and the
conditions

pii(t) sgn(t− ti) ≤ hii(t) for a.e. t ∈ [a, b] (i = 1, . . . , n), (3.12)

(−1)j
(
|1 + gkii| − 1

)
≤ hii(τk)αki

for (−1)j(τk − ti) ≥ 0 (j = 1, 2; i = 1, . . . , n; k = 1, . . . , m0), (3.13)

|pil(t)| ≤ hil(t) for a.e. t ∈ [a, b] (i 6= l; i, l = 1, . . . , n) (3.14)

and

|gkil| ≤ hil(τk)αkl (i 6= l; i, l = 1, . . . , n; k = 1, . . . , m0) (3.15)

hold, where hii ∈ Lµ([a, b], R), hil ∈ Lµ([a, b], R+) (i 6= l; i, l = 1, . . . , n),
1 ≤ µ ≤ +∞, αik ∈ R+ (i = 1, . . . , n; k = 1, . . . , m0). Let, moreover,

∣∣`i(x1, . . . , xn)
∣∣ ≤

n∑

k=1

(
γ1ik‖xk‖Lν + γ2ik

[ m0∑

l=1

|xk(τl)|
ν
] 1

ν
)

for x = (xk)n
k=1 ∈ BV[a, b], Rn) (i = 1, . . . , n)

and

r(H0) < 1, (3.16)

where γ1ik, γ2ik ∈ R+ (i, k = 1, . . . , n), 1
µ

+ 2
ν

= 1, and the 2n× 2n-matrix

H0 = (H0jm)2j,m=1 is defined by

H011 =

(
(b− a)

1
ν γ1ik +

[ 2

π
(b− a)

] 1
ν

‖hik‖Lµ

)n

i,k=1

,

H012 =

(
(b− a)

1
ν γ2ik +

[
(b− a)

m0∑

l=1

αli

] 1
ν
( m0∑

l=1

|hik(τl)|
µ
) 1

µ

)n

i,k=1

,

H021 =

(( m0∑

l=1

αli

) 1
ν

γ1ik+
[
(b− a)

m0∑

l=1

αli

] 1
ν

‖hik‖Lµ

)n

i,k=1

,

H022 =

(( m0∑

l=1

αli

) 1
ν

γ2ik+
(1

4
µiµk sin−2 π

4nk + 2

) 1
ν
( m0∑

l=1

|hik(τl)|
µ
) 1

µ

)n

i,k=1

;

here µi = max{αli : l = 1, . . . , m0}, and nk = nαk2 is the quantity
of nonzero numbers from the sequence α1k, . . . , αm0k. Then the problem
(1.7), (1.4) has one and only one solution.
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Remark 3.1. The 2n × 2n-matrix H appearing in Theorem 3.7 can be
replaced by the n× n-matrix

(
max

{[
(b− a)

1
ν +

( m0∑

l=1

αli

) 1
ν
]
γ1ik+

+
([ 2

π
(b−a)

] 2
ν

+
[
(b− a)

m0∑

l=1

αli

] 1
ν
)
‖hik‖Lµ ,

[
(b−a)

1
ν +
( m0∑

l=1

αli

) 1
ν
]
γ2ik+

+
([

(b−a)

m0∑

l=1

αli

] 1
ν

+
(1

4
µiµk sin−2 π

4nk + 2

) 1
ν
)(m0∑

l=1

|hlk(τl)|
µ
) 1

µ

})n

i,k=1

.

Corollary 3.4. Let the impulsive system (1.7) have a finite number of
jump points (i.e. τm0 = τm0+1 = · · · for some m0 ∈ {1, 2, . . .}) and the
conditions (3.12)–(3.15) hold, where hii ∈ Lµ([a, b], R), hil ∈ Lµ([a, b], R+)
(i 6= l; i, l = 1, . . . , n), 1 ≤ µ ≤ +∞, αki ∈ R+ (i = 1, . . . , n; k =
1, . . . , m0). Let, moreover, the inequality (3.16) hold, where the 2n × 2n-
matrix H0 = (H0jm)2j,m=1 is defined by

H011 =

([ 2

π
(b− a)

] 1
ν

‖hik‖Lµ

)n

i,k=1

,

H012 =

([
(b− a)

m0∑

l=1

αli

] 1
ν
( m0∑

l=1

|hik(τl)|
µ
) 1

µ

)n

i,k=1

,

H021 =

([
(b− a)

m0∑

l=1

αli

] 1
ν

‖hik‖Lµ

)n

i,k=1

,

H022 =

((1

4
µiµk sin−2 π

4nk + 2

) 1
ν
( m0∑

l=1

|hik(τl)|
µ
) 1

µ

)n

i,k=1

;

here 1
µ

+ 2
ν

= 1, µi = max{αli : l = 1, . . . , m0}, and nk = nαk2 is the

quantity of nonzero numbers from the sequence α1k, . . . , αm0k. Then the
problem (1.7), (1.3) has one and only one solution.

Remark 3.2. The 2n× 2n-matrix H0 appearing in Corollary 3.4 can be
replaced by the n× n-matrix

(
max

{([ 2

π
(b− a)

] 2
ν

+
[
(b− a)

m0∑

l=1

αli

] 1
ν
)
‖hik‖Lµ ,

([
(b− a)

m0∑

l=1

αli

] 1
ν

+
(1

4
µiµk sin−2 π

4nk + 2

) 1
ν
)( m0∑

l=1

|hlk(τl)|
µ
) 1

µ

})n

i,k=1

.

By Remark 3.2, Corollary 3.4 has the following form for hil(t) ≡ hil =
const (i, l = 1, . . . , n) and µ = +∞.

Corollary 3.5. Let the impulsive system (1.7) have a finite number of
jump points (i.e. τm0 = τm0+1 = · · · for some m0 ∈ {0, 1, . . .}) and the
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conditions

pii(t) sgn(t− ti) ≤ hii for a.e. t ∈ [a, b] (i = 1, . . . , n),

(−1)j
(
|1 + gkii| − 1

)
≤ hiiαk for (−1)j(τk − ti) ≥ 0

(j = 1, 2; i = 1, . . . , n; k = 1, . . . , m0),

|pil(t)| ≤ hil for a.e. t ∈ [a, b] (i 6= l; i, l = 1, . . . , n)

and

|gkil| ≤ hilαk (i 6= l; i, l = 1, . . . , n; k = 1, . . . , m0)

hold, where hii ∈ R, hil ∈ R+ (i 6= l; i, l = 1, . . . , n), αk ∈ R+ (k =
1, . . . , m0). Let, moreover,

ρ0r(H0) < 1,

where H0 = (hik)n
i,k=1,

ρ0 =
(
(b− a)

m0∑

l=1

αl

) 1
2

+ max
{ 2

π
(b− a),

1

2
µα sin−1 π

4nα + 2

}
,

µα = max{αl : l = 1, . . . , m0}, nα is the quantity of nonzero numbers from
the sequence α1, . . . , αm0 . Then the problem (1.7), (1.3) has one and only
one solution.

Theorem 3.8. Let the conditions (2.36), (2.38) and

pii(t) sgn(t− ti) ≤ hiiβi(t) + βii(t) for a.e. t ∈ [a, b] (i = 1, . . . , n),

(−1)j
(
|1 + gkii| − 1

)
≤ hiiβki + βkii for (−1)j(τk − ti) ≥ 0

(j = 1, 2; i = 1, . . . , n; k = 1, . . . , m0),

|pil(t)| ≤ hilβi(t) + βil(t) for a.e. t ∈ [a, b] (i 6= l; i, l = 1, . . . , n),

|gkil| ≤ hilβki + βkil (i 6= l; i, l = 1, . . . , n; k = 1, . . . , m0)

hold, where hii < 0, hil ≥ 0 (i 6= l; i, l = 1, . . . , n); µi ∈ R, si ∈ [a, b],
si 6= ti (i = 1, . . . , n); βii ∈ L([a, b], R+) (i = 1, . . . , n); βil, βi ∈ L([a, b]; R)
(i 6= l; i, l = 1, . . . , n) are such that βil(t) ≥ 0 (i 6= l) and βi(t) ≥ 0 for
a.e. t ∈ [a, ti[∪ ]ti, b]; βkii ∈ R+ (i = 1, . . . , n; k = 1, . . . , m0); βkil, βki ∈ R

(i 6= l; i, l = 1, . . . , n; k = 1, . . . , m0) are such that βkil ≥ 0 and βki ≥ 0 if
τk 6= ti, βki ≤ 0 if τk = ti, and 0 ≤ βki < |ηii|

−1 if τk > ti; γi(t, t) = 1,
γi(t, s) = γ−1

i (s, t) for t < s and

γi(t, s) = exp
(
ηii

t∫

s

βi(τ) dτ
) ∏

s≤τk<t

(1 + ηiiβki) for t > s (i = 1, . . . , n).

Let, moreover, the condition (2.39) hold and the real part of every charac-
teristic value of the matrix (ξil)

n
i,l=1 be negative, where

ξil = hil

(
δil + (1− δil)hi

)
− hiigil (i, l = 1, . . . , n),

gil = |µi|
(
1−|µi|γi(si, ti)

)−1
γil(τi)+max

{
γil(a), γil(b)

}
(i, l=1, . . . , n),
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γil(t) =
∣∣αil(t)− αil(ti)

∣∣ for t > ti if ti 6∈ {τ1, . . . , τm},

or for t ≤ ti (i, l = 1, . . . , n),

γil(t) =
∣∣αil(t)− αil(ti)

∣∣− (1− δil)βki

for t > ti if ti = τk (i, l = 1, . . . , n; k = 1, . . . , m0),

hi = 1 if |µi| ≤ 1, and

hi = 1 + (|µi| − 1)
(
1− |µi|λi(si, ti)

)−1
if |µi| > 1 (i = 1, . . . , n),

αil(t) ≡

t∫

a

βil(τ) dτ +
∑

a≤τk<t

βkil (i, l = 1, . . . , n).

Then the problem (1.7), (1.4) has one and only one solution.

Corollary 3.6. Let the conditions (2.36),

pii(t) sgn(t− ti) ≤ hii for a.e. t ∈ [a, b] (i = 1, . . . , n), (3.17)

(−1)j
(
|1 + gkii| − 1

)
≤ βkii for (−1)j(τk − ti) ≥ 0

(j = 1, 2; i = 1, . . . , n; k = 1, . . . , m0),

|pil(t)| ≤ hil for a.e. t ∈ [a, b] (i 6= l; i, l = 1, . . . , n), (3.18)

|gkl| ≤ βkil (i 6= l; i, l = 1, . . . , n; k = 1, . . . , m0)

and

|µi| exp
(
hii|si − ti|

)
< 1 (i = 1, . . . , n) (3.19)

hold, where hii < 0, hil ≥ 0 (i 6= l; i, l = 1, . . . , n); µi ∈ R, si ∈ [a, b],
si 6= ti (i = 1, . . . , n); βkii ≥ 0 (i = 1, . . . , n; k = 1, . . . , m0), βkil ∈ R

(i 6= l; i, l = 1, . . . , n) are such that βkil ≥ 0 if ti 6= τk. Let, moreover, the
condition (2.39) hold and the real part of every characteristic value of the
matrix (ξil)

n
i,l=1 be negative, where

ξil = hil

(
δil + (1− δil)hi

)
− hiigil (i, l = 1, . . . , n),

gil = |µi|
(
1− |µi| exp(hii|si − ti|)

)−1
γil(τi) + max

{
γil(a), γil(b)

}

(i, l = 1, . . . , n),

γil(t) ≡
∣∣αil(t)− αil(ti)

∣∣ (i, l = 1, . . . , n),

hi = 1 if |µi| ≤ 1, and

hi = 1 + (|µi| − 1)
(
1− |µi| exp(hii|si − ti|)

)−1
if |µi| ≥ 1 (i = 1, . . . , n),

αil(t) ≡
∑

a≤τk<t

βkil (i, l = 1, . . . , n).

Then the problem (1.7), (1.4) has one and only one solution.

The following corollary is a generalization of Theorem 4.5 from [18].

Corollary 3.7. Let the conditions (2.36), (3.17)–(3.19) hold, where
hii ∈ R, hil ≥ 0 (i 6= l; i, l = 1, . . . , n); µi ∈ R, si ∈ [a, b], si 6= ti
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(i = 1, . . . , n). Let, moreover, the real part of every characteristic value of
the matrix (ξil)

n
i,l=1 be negative, where

ξil = hil

(
δil + (1− δil)hi

)
(i, l = 1, . . . , n),

hi = 1 if |µi| ≤ 1, and

hi = 1 + (|µi| − 1)
(
1− |µi| exp(hii|si − ti|)

)−1
if |µi| > 1 (i = 1, . . . , n).

Then the system
dx

dt
= P (t)x + q(t) (3.20)

has one and only one solution satisfying (1.4).

Remark 3.3. In Corollary 3.7, unlike Theorem 3.8 and Corollary 3.6, we
do not require the condition

hii < 0 (i = 1, . . . , n). (3.21)

This condition holds if and only if the real part of every characteristic value
of the matrix (ξil)

n
i,l=1 is negative (see Theorems 1.13 and 1.18 from [18]).

Thus the condition (3.21) holds automatically. Moreover, the inequality
(3.19) also holds automatically if |µi| ≤ 1. Therefore Corollary 3.7 is a
generalization of Theorem 4.5 from [18] because in this theorem the case
|µi| ≤ 1 (i = 1, . . . , n) is considered. Note also that the condition (3.21) is
optimal and we cannot reject it. For the sake of completeness, we give here
an example from [18].

Let

µ1 = 1, |µi| < 1 (i = 2, . . . , n), ti = a < si ≤ b (i = 1, . . . , n),

pik(t) ≡ (1− i)δik (i, k = 1, . . . , n)

and

c01 = 1, q1(1) ≡ 0.

Then the system (3.20) has no solution satisfying the condition

xi(ti) = µixi(si) + c0i (i = 1, . . . , n).

On the other hand, the conditions of Corollary 3.7 hold for

hik = (1− i)δik (i, k = 1, . . . , n).

Theorem 3.9. Let `0i : BV([a, b], Rn
+) → R+ (i = 1, . . . , n) be linear

continuous functionals, a matrix-function Q = (qil)
n
i,l=1 ∈ L([a, b], Rn×n)

and a sequence of constant matrices Hk = (hkil)
n
i,l=1 ∈ R

n×n (k = 1, 2, . . .)

be such that qil(t) ≥ 0 (i 6= l; i, l = 1, . . . , n) for a.e. t ∈ [a, b] and hkil ≥
0 (i 6= l; i, l = 1, . . . , n; k = 1, 2, . . .), respectively, and let the problem
(3.3), (3.4) have a nontrivial nonnegative solution x = (xi)

n
i=1, i.e. the

condition (3.7) be violated. Let, moreover,

hkii ≥ 0 (i = 1, . . . , n; k = 1, 2, . . .).
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Then there exist a matrix-function P =(pil)
n
i,l=1 ∈ L([a, b], Rn), a sequence

of matrices Gk = (gkil)
n
i,l=1 (k = 1, 2, . . .) and linear continuous functionals

`i : BV([a, b], Rn) → R (i = 1, . . . , n) for which the conditions (2.21), (3.8)–
(3.11) are fulfilled, but the problem (1.70), (1.4) is unsolvable. In addition,
if the matrices Hk (k = 1, 2, . . .) are such that

det
(
In + diag

(
sgn(τk − t1), . . . , sgn(τk − tk)

)
Hk · diag(ε1, . . . , εn)

)
6= 0

(k = 1, 2, . . .), (3.22)

where εi ∈ [0, 1] (i = 1, . . . , n), then the matrices Gk (k = 1, 2, . . .) satisfy
the condition (3.1).

Remark 3.4. The condition (3.22) holds, for example, if either

n∑

l=1

|hkil| < 1 (i = 1, . . . , n; k = 1, 2, . . .)

or

hkii ≤ 1 if τk < ti (i = 1, . . . , n; k = 1, 2, . . .)

and
n∑

l=1, l6=i

|hkil| <
∣∣1 + sgn(τk − ti)hkii

∣∣ (i = 1, . . . , n; k = 1, 2, . . .)

( n∑

l=1, l6=i

|hkli| <
∣∣1 + sgn(τk − ti)hkii

∣∣ (i = 1, . . . , n; k = 1, 2, . . .)

)
.

4. Boundary Value Problems for the Difference System (1.9)

In this section we realize the results obtained in Section 2 for the differ-
ence problems (1.9), (1.10)–(1.9), (1.12) and (1.13), (1.14)–(1.13), (1.16).

Investigation of the theory of difference equations has been continuing
since long time. Many interesting and profound results have been obtained
recently (see, e.g., [1], [5], [9], [10], [11], [13], [22] and the references therein).
Some of the results obtained in the present paper are analogous to ones
for ordinary differential equations, but some of them differ. Therefore, to
explain this difference, it is important to investigate the equations from a
unified point of view.

In this direction, a unified concept has been used for investigation based
on the invariance principle of some quadratic forms (see, e.g., [10]). Unlike
this method, we use the theory of generalized ordinary differential equations
for investigation, from a unified point of view, of continuous and discrete
processes. In this way, some results, analogous to those for differential
equations, have been extended to the difference equations (see, e.g., [3], [7],
[8]). Moreover, the convergence conditions for the difference schemes corre-
sponding to the boundary value problems for systems of ordinary differential
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equations are obtained on the basis of the results of the appropriate bound-
ary value problems for systems of generalized ordinary differential equations
([3], [5]).

First, we consider the problems (1.9), (1.10)–(1.9), (1.12). To prove the
results dealing with the difference system (1.9), we construct a system of
the form (1.1) which corresponds to the system (1.9), in order to apply the
results of Section 2.

In this section we assume that Gl = (glij)
n
i,j=1 ∈ E(Ñ0, R

n×n) (l =

1, 2, 3), g0 = (g0i)
n
i=1 ∈ E(Ñm0 , R

n) and

det(In + G1(k)) 6= 0, det G3(k) 6= 0 (k = 0, . . . , m0). (4.1)

Let y ∈ E(Ñm0 , R
n) be a solution of the difference system (1.9). Then

the vector-function z = (zl)
2
l=1 ∈ E(Ñm0 , R

2n), where

z1(k) = (In + G1(k))y(k) (k = 0, . . . , m0),

z2(k) = y(k + 1) (k = 0, . . . , m0 − 1), z2(m0) = z2(m0 − 1),
(4.2)

is a solution of the 2n× 2n-difference system

∆z(k − 1) = G(k)z(k) + g(k) (k = 1, . . . , m0), (4.3)

where G(k) = (Glm(k))2l,m=1 (k = 0, . . . , m0) is defined by

Glm(0) = On×n (l, m = 1, 2),

G11(k) =
(
G1(k) + G2(k)

)
(In + G1(k))−1, G12(k) = G3(k),

G21(k) = −(In + G1(k))−1, G22(k) = In for k = 1, . . . , m0,
(4.4)

and g(k) = (gl(k))2l=1 (k = 0, . . . , m0) is defined by

g1(0) = 0, g1(k) = g0(k), g2(k) = 0 for k = 1, . . . , m0. (4.5)

Conversely, if z(k) = (zl(k))2l is a solution of the 2n × 2n-system (4.3),
then due to (4.1) the vector-function

y(k) = (In + G1(k))−1z1(k) (k = 0, . . . , m0)

is a solution of the system (1.9).
Indeed, by (4.3) we have

z2(k) = (In + G1(k + 1))−1z1(k + 1) = y(k + 1) (k = 0, . . . , m0)

and

(In + G1(k))y(k)− (In + G1(k − 1))y(k − 1) =

=
(
G1(k) + G2(k)

)
y(k) + G3(k)z2(k) + y1(k) (k = 0, . . . , m0)

i.e., y satisfies the system (1.9).

On the other hand, the vector-function z ∈ E(Ñm0 , R
n) is a solution of

the difference system (4.3) if and only if the vector-function

x(t) = z
([

t +
1

2

])
=
(
zl

([
t +

1

2

]))2

l=1
for t ∈ [0, m0] (4.6)
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([t] is the integer part of t) is a solution of the system (1.1), where

A(t) =

[t+ 1
2 ]∑

i=0

G(i), f(t) =

[t+ 1
2 ]∑

i=0

g(i) for t ∈ [0, m0], (4.7)

the matrix-function G(k) = (Glm(k))2l,m=1 and the vector-function g(k) =

(gl(k))2l=1 are defined by (4.4) and (4.5), respectively. Note that the condi-
tion (1.21) is equivalent for that case to the condition (4.1).

Consider now the boundary value problems.

If y ∈ E(Ñm0 , R
n) is a solution of the problem (1.9), (1.10), then the

vector-function x ∈ BV([0, m0], R
2n) defined by (4.2), (4.6) is a solution of

the problem (1.1), (1.2), where

n0 = n01 + n02, c0 = (c0l)
2
l=1,

tj = kj (j = 1, . . . , n01), tj = kj + 1 (j = n01 + 1, . . . , n0),
(4.8)

Lj =

(
L1j(In + G1(kj))

−1 On×n

On×n On×n

)
(j = 1, . . . , n01),

Lj =

(
On×n On×n

On×n L1 j−n01

)
(j = n01 + 1, . . . , n0).

(4.9)

Conversely, if the vector-function x = (xl)
2
l=1, xl ∈ BV([0, m0], R

n) (l =
1, 2) is a solution of the problem (1.1), (1.2), where A(t), g(t), n0, c0, tj (j =
1, . . . , n0) and Lj (j = 1, . . . , n0) are defined by (4.7)–(4.9), respectively,
then the vector-function

y(k) = (In + G1(k))−1x1(k) (k = 0, . . . , m0) (4.10)

will be a solution of the problem (1.9), (1.10).

Let now y ∈ E(Ñm0 , R
n) be a solution of the problem (1.9), (1.12), and

[
(In + G1(ki))

j
]
ii
6= 0 (j = −1, 1; i = 1, . . . , n) 1). (4.11)

Moreover, let z(k) = (zl(k))2l=1, zl(k) = (zli(k))n
i=1 (l = 1, 2) be the

vector-functions defined by (4.2). Then

z1i(ki) =
n∑

l=1

[In + G1(ki)]ilyl(ki) =

= [In + G1(ki)]ii
(
`1i(y1, . . . , yn) + c01i

)
+

n∑

l=1, l6=i

[
In + G1(ki)

]
il
yl(ki) =

= [In + G1(ki)]ii
(
`1i(y1, . . . , yn) + c01i

)
+

+

n∑

l=1, l6=i

[
In + G1(ki)

]
il

[
(In + G1(ki))

−1
]
li
z1i(ki)+

1) Under [X]il we mean the element in the i-th row and in the l-th column of the
matrix X.



On the General and Multipoint Boundary Value Problems 37

+

n∑

l,j=1, l6=i, j 6=i

[
In + G1(ki)

]
il

[
(In + G1(ki))

−1
]
lj

z1l(ki) =

= [In + G1(ki)]ii
(
`1i(y1, . . . , yn) + c01i

)
+ z1i(ki)−

−[In + G1(ki)]ii
[
(In + G1(ki))

−1
]
ii
z1i(ki)+

+

n∑

l,j=1, l6=i, j 6=i

[
In + G1(ki)

]
il

[
(In + G1(ki))

−1
]
lj

z1l(ki) (i = 1, . . . , n),

whence, by (4.11), we conclude that

z1i(ki) =
([

(In + G1(ki))
−1
]
ii

)−1(
`1i(y1, . . . , yn) + c01i

)
+

+
(
(1 + g1ii(ki)) ·

[
(In + G1(ki))

−1
]
ii

)−1 n∑

l,j=1, l6=i, j 6=i

g1il(ki)×

×
[
(In + G1(ki))

−1
]
lj

z1l(ki) (i = 1, . . . , n). (4.12)

In view of (4.12), the vector-function x = (xl)
2
l=1, xl = (xli)

n
i=1 ∈

BV([0, m0], R
n) (l = 1, 2), is a solution of the 2n-problem (1.1), (1.4), where

ti = ki, tn+i = ki (i = 1, . . . , n),

c0i = (1 + g1ii(ki))c01i, c0 n+i = c02i (i = 1, . . . , n);
(4.13)

`i(x11, . . . , x1n, x21, . . . , x2n) =
([

(In + G1(ki))
−1
]
ii

)−1
`1i(y1, . . . , yn)+

+
(
(1 + g1ii(ki)) ·

[
(In + G1(ki))

−1
]
ii

)−1

×

×

n∑

l,j=1, l6=i, j 6=i

g1il(ki) ·
[
(In + G1(ki))

−1
]
lj

x1l(ki) (i = 1, . . . , n) (4.14)

(the vector-function y(k) = (yi(k))n
i=1 is defined by (4.10)) and

`n+i(x11, . . . , x1n, x21, . . . , x2n) = `2i(y1, . . . , yn) (i = 1, . . . , n); (4.15)

here
yi(k) ≡ x2i(k − 1) (i = 1, . . . , n).

If we take

`i(x11, . . . , x1n, x21, . . . , x2n) ≡ x1i(ki) (i = 1, . . . , n),

and
`1i(y1, . . . , yn) ≡ yi(ki) (i = 1, . . . , n),

then from (4.14) we will get

x1i(ki) =
([

(In + G1(ki))
−1
]
ii

)−1
yi(ki)+

+
(
(1 + g1ii(ki)) ·

[
(In + G1(ki))

−1
]
ii

)−1

×

×

n∑

l,j=1, l6=i, j 6=i

g1il(ki) ·
[
(In + G1(ki))

−1
]
lj

x1l(ki) (i = 1, . . . , n) (4.16)
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and

`i(x11, . . . , x1n, x21, . . . , x2n)− x1i(ki) =

=
([

(In+G1(ki))
−1
]
ii

)−1
·
(
`1i(y1, . . . , yn)−yi(ki)

)
(i=1, . . . , n), (4.17)

where y(k) = (yi(k))n
i=1 is defined by (4.10).

On the other hand, if the vector-function x = (xl)
2
l=1, xl = (xli)

n
i=1 ∈

BV([0, m0], R
n) (l = 1, 2) is a solution of the problem (1.1), (1.4), where

A(t), f(t), ti (i = 1, . . . , 2n), c0i (i = 1, . . . , 2n) and `i (i = 1, . . . , 2n)
are defined by (4.7), (4.13)–(4.15), respectively, then in view of (4.17),
the vector-function y defined by (4.10) will be a solution of the problem
(1.9), (1.12).

As to the problem (1.9), (1.11), it is a particular case of the problem
(1.9), (1.12) and is equivalent to the problem (1.1), (1.3) in the above-des-
cribed sense.

Along with the difference system (4.3), we consider the corresponding
homogeneous difference system

∆z(k − 1) = G(k)z(k) (k = 1, . . . , m0). (4.30)

By (1.30), (4.1) and the definitions of the matrix-functions G(k) and A(t),

the matrix-function Y (k) = (Ylm(k))2l,m=1, where Ylm ∈ E(Ñm0 , R
n×n)

(l, m = 1, 2), are such that
(

Y11(k) Y12(k)
Y21(k) Y22(k)

)
=

=
0∏

i=k

(
On×n (In + G1(i))
−G−1

3 (i) G−1
3 (i)(In −G2(i))

)
(k=0, . . . , m0) (4.18)

is a fundamental matrix of the system (4.3) satisfying the condition Y (0) =
I2n.

From (4.18), we have the following formulas for calculation of Ylm(k)
(l, m = 1, 2):




Ylm(0) = In (l, m = 1, 2),

Y1m(k)=(In+G1(k))Y2m(k−1) (m=1, 2; k=1, . . . , m0),

Y2m(k) = −G−1
3 (k)Y1m(k − 1)+

+G−1
3 (k)(In−G2(k))Y2m(k − 1) (m=1, 2; k=1, . . . , m0).

(4.19)

Relying now on (2.14), we construct the Green matrix for the problem
(1.90), (1.100).

Let Glm ∈ E(Ñm0 × Ñm0 , R
n×n) (l, m = 1, 2) be such that G(k, i) ≡

(Glm(k, i))2l,m=1, where in view of (2.14),

G(k, i) =
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=






Y (k)
( 2∑

m=1

∑

j∈{1,...,n0m: kj<i−m+1}

Zj

)
Y −1(i) for 0≤ i<k≤m0,

−Y (k)
( 2∑

m=1

∑

j∈{1,...,n0m: kj≥i−m+1}

Zj

)
Y −1(i) for 0≤k<i≤m0,

O2n×2n for 0≤k= i≤m0

(4.20)

and Zj = (Zjlm)2l,m=1 (j = 1, . . . , n0) are defined by

Zj =
( n01∑

i=1

L1iY (ki) +

n02∑

i=1

L2iY (ki + 1)−1 · LmjY (kj + m− 1)

(m = 1, 2; j = 1 + n01(m− 1), . . . , n01 + n02(m− 1)). (4.21)

The matrix-function G(k, i) is called the augmented Green matrix of the
problem (1.90), (1.100).

Under the Green matrix of the problem (1.90), (1.100) we understand the
matrix-function

G∗(k, i) ≡ −(In + G1(k))−1G11(k, i− 1). (4.22)

Introduce the operator
[
(G1, G2, G3)(k)

]
0
≡ In,

[
(G1, G2, G3)(k)

]
i
≡

≡ −

m0∑

j=k+1

G(j)
[
(G1, G2, G3)(j)

]
i−1

(i = 1, 2, . . .),
(4.23)

and the operators

V1(G1, G2, G3)(k) ≡

m0∑

j=k+1

|G(j)|, Vi+1(G1, G2, G3)(k) ≡

≡

m0∑

j=k+1

|G(j)| · Vi(G1, G2, G3)(j) (i = 1, 2, . . .),

(4.24)

where the matrix-function G(k) = (Gij(k))2i,j=1 is defined by (4.4).

Definition 4.1. Let ki, ki+1 ∈ Ñm0 (i = 1, . . . , n), and let G1 =

(g1il)
n
i,l=1 ∈ E(Ñm0 , R

n×n) be a matrix-function satisfying (4.1). We say

that the quadruple (C1, C2, `01, `02) consisting of matrix-functions Cj =

(cjil)
n
i,l=1 ∈ E(Ñm0 , R

n×n) (j = 1, 2) and positive homogeneous nondecreas-

ing continuous operators `0j = (`0ji)
n
i=1 : E(Ñm0 , R

n
+) → R

n
+ (j = 1, 2)

belongs to the set UG1(k1, . . . , kn), if c1il(k) ≥ 0 for k ∈ Ñm0 (i 6= l;

i, l = 1, . . . , n), c2il(k) ≥ 0 for k ∈ Ñm0 (i, l = 1, . . . , n), and the prob-
lem
(
∆yi(k−1)+

n∑

l=1

(
g1il(k)yl(k)−g1il(k−1)yl(k−1)

))
sgn

(
k−ki−

1

2

)
≤
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≤

n∑

l,j=1

c1il(k)
(
δjl + g1il(k)

)
yl(k)+

+

n∑

l=1

c2il(k)yl(k + 1) for k ∈ {1, . . . , m0 − 1} (i = 1, . . . , n) (4.25)

has no nontrivial nonnegative solution satisfying the conditions

yi(ki + m− 1) ≤ `0mi(y1, . . . , yn) (m = 1, 2; i = 1, . . . , n). (4.26)

The definition of the set UG1(k1, . . . , kn) is based on that of the set
U(t1, . . . , tn) (see Definition 1.1) for the corresponding generalized ordi-
nary differential system. In this case, i.e. under the definitions (4.2)–
(4.7), (4.13)–(4.15), the system (1.9) contains 2n inequalities, and as to
the matrix-function C = (Cjm)2j,m=1, we take

C11(t)=

[t+ 1
2 ]∑

k=0

C1(k), C12(t)=

[t+ 1
2 ]∑

k=0

C2(k), C21(t)=

[t+ 1
2 ]∑

k=0

(In+G1(k))−1,

C22(t) =

[t+ 1
2 ]∑

i=k

diag
(
sgn(k − k1 − 1), . . . , sgn(i− kn − 1)

)
.

(4.27)

The definitions of the matrix-functions G21 and G22 differ from those
given in the proof of Theorem 4.7 (see 7.32).

4.1. Solvability of the Problem (1.9), (1.10).

Theorem 4.1. The boundary value problem (1.9), (1.10) has a unique
solution if and only if the corresponding homogeneous problem (1.90), (1.100)
has only the trivial solution. If the latter condition holds, then the solution
y of the problem (1.9), (1.10) admits the representation

y(k) = y0(k) +

m0∑

i=1

G∗(k, i)g0(i) (k = 0, . . . , m0), (4.28)

where y0 is a solution of the problem (1.90), (1.10), and the matrix-function
G∗(k, i) defined by (4.20)–(4.22) is the Green matrix of the problem (1.90),
(1.100).

Remark 4.1. If the homogeneous problem (1.90), (1.100) has a nontrivial

solution, then for every g0 ∈ E(Ñm0 , R
n) there exists a vector c0 = (c0m)2m=1

such that the problem (1.9), (1.10) has no solution.
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Corollary 4.1. The boundary value problem (1.9), (1.10) is uniquely
solvable if and only if

det




n01∑

j=1

L1j(In+G1(kj))
−1Y11(kj)

n01∑

j=1

L1j(In+G1(kj))
−1Y12(kj)

n02∑

j=1

L2jY21(kj +1)

n02∑

j=1

L2jY22(kj +1)



6=

6= 0, (4.29)

where the n × n-matrix-functions Ylm ∈ E(Ñm0R
n×n) (l, m = 1, 2) are de-

fined by (4.19).

Theorem 4.2. The boundary value problem (1.9), (1.10) is uniquely
solvable if and only if there exist natural numbers k and m such that the
matrix Mk = (Mklj)

2
l,j=1 is nonsingular, and

r(Mk,m) < 1, (4.30)

where

Mk11 =

n01∑

j=1

k−1∑

i=0

L1j(In + G1(kj))
−1
[
(G1, G2, G3)(kj)

]
i11

,

Mk12 =

n01∑

j=1

k−1∑

i=0

L1j(In + G1(kj))
−1
[
(G1, G2, G3)(kj)

]
i12

,

Mk21 =

n02∑

j=1

k−1∑

i=0

L2j

[
(G1, G2, G3)(kj + 1)

]
i21

,

Mk22 =

n02∑

j=1

k−1∑

i=0

L2j

[
(G1, G2, G3)(kj + 1)

]
i22

,

the n× n-matrix-functions [(G1, G2, G3)(·)
]
ilj

(l, j = 1, 2; i = 0, . . . , k − 1)

are such that [(G1, G2, G3)(κ)
]
i
≡ ([(G1, G2, G3)(κ)

]
ilj

)2l,j=1,

Mk,m = Vm(G1, G2, G3)(0)+

+
(m−1∑

i=0

∣∣[(G1, G2, G3)(·)
]
i

∣∣
Ñm0

)( n01∑

j=1

|M−1
k Lj |Vk(G1, G2, G3)(kj)+

+

n01+n02∑

j=n01+1

|M−1
k Lj |Vk(G1, G2, G3)(kj + 1)

)
,

Lj = (Ljil)
2
i,l=1 (j = 1, . . . , n01 + n02); Lj11 = L1j(In + G1(kj))

−1, Lj12 =

Lj21 = Lj22 = On×n (j = 1, . . . , n01); Lj11 = Lj12 = Lj21 = On×n,
Lj22 = L2 j−n01 (j = n01 + 1, . . . , n01 + n02); and the matrix-functions
[(G1, G2, G3)(κ)]i and Vi(G1, G2, G3)(κ) are defined by (4.23) and (4.24),
respectively.
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Corollary 4.2. Let

det
( n01∑

j=1

L1j(In + G1(kj))
−1
)
6= 0, det

( n02∑

j=1

L2j

)
6= 0 (4.31)

and

r(L0M0) < 1,

where

L0 =

(
L01 On×n

On×n L02

)
,

L01 = In +
∣∣∣
( n01∑

j=1

L1j(In + G1(kj))
−1
)−1∣∣∣ ·

n01∑

j=1

∣∣L1j(In + G1(kj))
−1
∣∣,

L02 = In +
∣∣∣
( n02∑

j=1

L2j

)−1∣∣∣ ·
n02∑

j=1

|L2j |

and

M0 =

m0∑

i=1

(∣∣(G1(i) + G2(i))(In + G1(i))
−1
∣∣ |G3(i)|

∣∣(In + G1(i))
−1
∣∣ In

)
.

Then the problem (1.9), (1.10) has one and only one solution.

Corollary 4.3. Let either the condition (4.31) hold, or there exist a
natural number k such that the conditions

n01∑

j=1

L1j(In + G1(kj))
−1 = On×n,

n02∑

j=1

L2j = On×n,

det Mi = 0 (i = 0, . . . , k − 1)

and

det Mk 6= 0

hold, where Mi = (Milj)
2
l.j=1 (i = 0, . . . , k),

Mi11 =

n01∑

j=1

L1j(In + G1(kj))
−1
[
(G1, G2, G3)(kj)

]
i11

,

Mi12 =

n01∑

j=1

L1j(In + G1(kj))
−1
[
(G1, G2, G3)(kj)

]
i12

,

Mi21 =

n02∑

j=1

L2j

[
(G1, G2, G3)(kj + 1)

]
i21

,

Mi22 =

n02∑

j=1

L2j

[
(G1, G2, G3)(kj + 1)

]
i22
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and the n×n matrix-functions [(G1, G2, G3)(κ)]ilj (l, j = 1, 2; i = 0, . . . , k)
are defined in Theorem 4.2. Then there exists ε0 > 0 such that the system

∆y(k − 1) = ε
(
G1(k − 1)y(k − 1) + G2(k)y(k) + G3(k)y(k + 1)

)
+ g0(k)

(k = 1, . . . , m0)

has a solution satisfying the condition (1.10) for every ε ∈ ]0, ε0[ .

Theorem 4.3. Let the matrix-functions G0j ∈ E(Ñm0 , R
n×n) (j = 1, 2, 3)

be such that

det(In + G01(k − 1)) 6= 0, det G03(k) 6= 0 (k = 1, . . . , m0),

the homogeneous system

∆y(k − 1) = G01(k − 1)y(k − 1) + G02(k)y(k)+

+ G03(k)y(k + 1) (k = 1, . . . , m0) (4.32)

have only the trivial solution satisfying the boundary condition (1.100), and

let the matrix-functions Gj ∈ E(Ñm0 , R
n×n) (j = 1, 2, 3) admit the estimates

m0∑

i=1

∣∣∣
[
G0j1(k, i− 1)(G1(i) + G2(i))− G0j2(k, i− 1)

]
(In + G1(i))

−1−

−
[
G0j1(k, i− 1)(G01(i) + G02(i))− G0j2(k, i− 1)

]
(In + G01(i))

−1
∣∣∣ ≤ Mj1

(j = 1, 2),
m0∑

i=1

∣∣G0j1(k, i− 1)(G3(i)−G03(i))
∣∣ ≤ Mj2 (j = 1, 2),

where G0(k, i) = (G0jl(k, i))2j,l=1 is the augmented Green matrix of the prob-

lem (4.32), (1.100), and Mjl ∈ R
n×n
+ (j, l = 1, 2) are constant matrices such

that

r
(
(Mjl)

2
j,l=1

)
< 1.

Then the problem (1.9), (1.10) has one and only one solution.

4.2. Solvability of the Problems (1.9), (1.11) and (1.9), (1.12).

Theorem 4.4. Let the matrix-function G1 be such that

(In + G1(k))−1 > On×n and g1ii(k) 6= −1

for k ∈ {0, . . . , m0} (i = 1, . . . , n), (4.33)

and let there exist matrix-functions Cj = (cjil)
n
i,l=1 (j = 1, 2) and positive

homogeneous nondecreasing continuous operators `0j = (`0ji)
n
i=1 (j = 1, 2)

satisfying the condition

(C1, C2, `01, `02) ∈ UG1(k1, . . . , kn) (4.34)

such that

(−1)j+1
(∣∣∣
[
(In −G2(k))(In + G1(k))−1

]
ii

∣∣∣− 1
)
≤ c1ii(k)
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for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n), (4.35)
∣∣∣
[
(G1(k) + G2(k))(In + G1(k))−1

]
il

∣∣∣ ≤ c1il(k)

for k ∈ {0, . . . , m0} (i 6= l; i, l = 1, . . . , n) (4.36)

and

|g3il(k)| ≤ c2il(k) for k ∈ {1, . . . , m0} (i, l = 1, . . . , n). (4.37)

Let, moreover,

∣∣`ji(y1, . . . , yn)
∣∣ ≤ `0ji

(
|y1|, . . . , |yn|

)

for (yl)
n
l=1 ∈ E(Ñm0 , R

n) (j = 1, 2; i = 1, . . . , n). (4.38)

Then the problem (1.9), (1.12) has one and only one solution.

Theorem 4.5. Let the conditions (4.33),

(−1)j+1
(∣∣∣
[
(In −G2(k))(In + G1(k))−1

]
ii

∣∣∣− 1
)
≤ h1ii(k)

for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n), (4.39)
∣∣∣
[(

G1(k) + G2(k)
)
(In + G1(k))−1

]
il

∣∣∣ ≤ h1il(k)

for k ∈ {0, . . . , m0} (i 6= l; i, l = 1, . . . , n) (4.40)

and

|g3il(k)| ≤ h2il(k) for k ∈ {1, . . . , m0} (i, l = 1, . . . , n) (4.41)

hold, where h1ii ∈ E(Ñm0 , R), h1il ∈ E(Ñm0 , R+) (i 6= l), h2il ∈ E(Ñm0 , R+)
(i, l = 1, . . . , n). Let, moreover,

∣∣∣∣`1i(y1, . . . , yn)+
[
In+G1(ki)

]
ii

n∑

l=1

[
In+G1(ki)

]
il
yl(ki)−yi(ki)

∣∣∣∣≤

≤

n∑

l=1

γ1il

∥∥∥
n∑

j=1

[
In + G1(·)

]
lj

yj(·)
∥∥∥

1)

ν

for (yl)
n
l=1 ∈ E(Ñm0 , R

n) (i = 1, . . . , n), (4.42)

∣∣`2i(y1, . . . , yn)
∣∣ ≤

n∑

l=1

γ2il‖yl‖ν

for (yl)
n
l=1 ∈ E(Ñm0 , R

n) (i = 1, . . . , n), (4.43)

and

r(H∗) < 1, (4.44)

1) Here ‖y‖ν =
( m0∑

k=0
‖y(k)‖ν

) 1
ν for y ∈ E(Ñm0 , R

n).
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where γ1il, γ2il ∈ R+ (i, l = 1, . . . , n), ν ≥ 2, and the 2n × 2n-matrix
H∗ = (H∗jm)2j,m=1 is defined by

H∗11 =
(
ξ0

([
(In + G1(ki))

−1
]
ii

)−1
γ1il + λ0‖h1il‖µ

)n

i,l=1
,

H∗12 =
(
λ0‖h2il‖µ

)n

i,l=1
, H∗21 =

(
λ0

∥∥[(In + G1(·))
−1
]
il

∥∥
µ

)n
i,l=1

,

H∗22 = (ξ0γ2il)
n
i,l=1 + λ0m

1
µ

0 In,

1
µ
+ 2

ν
= 1, ξ0 = m

1
ν

0 , λ0 =
(

1
2 sin−1 π

4m0+2

) 2
ν . Then the problem (1.9), (1.12)

has one and only one solution.

Corollary 4.4. Let G1(k) ≡ diag(g11(k), . . . , g1n(k)) be the diagonal
matrix-function such that the conditions

g1i(k) > −1 for k ∈ {0, . . . , m0} (i = 1, . . . , n), (4.45)

(−1)j+1
(
(1 + g1i(k))−1|1− g2ii(k)| − 1

)
≤ h1ii(k)

for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n),

(1 + g1l(k))−1
∣∣g1il(k) + g2il(k)

∣∣ ≤ h1il(k)

for k ∈ {0, . . . , m0} (i 6= l; i, l = 1, . . . , n)

and (4.41) hold, where h1ii ∈ E(Ñm0 ,R), h1il ∈ E(Ñm0 ,R+) (i 6= l), h2il ∈

E(Ñm0 ,R+) (i, l = 1, . . . , n). Let, moreover,

∣∣`ji(y1, . . . , yn)
∣∣ ≤

n∑

l=1

γ1il

∥∥(1 + g1l(·))
2−jyl(·)

∥∥
ν

for (yl)
n
l=1 ∈ E(Ñm0 , R

n) (j = 1, 2; i = 1, . . . , n)

and the inequality (4.44) hold, where γ1il, γ2il ∈ R+ (i, l = 1, . . . , n), ν ≥ 2,
H∗ = (H∗jm)2j,m=1, the matrices H∗

11, H
∗
12, H

∗
22 and numbers µ, ξ0, λ0 are

defined as in Theorem 4.5, and

H∗21 = λ0 diag
(∥∥(1 + g11(·))

−1
∥∥

µ
, . . . ,

∥∥(1 + g1n(·))−1
∥∥

µ

)
.

Then the conclusion of Theorem 4.5 is true.

Corollary 4.5. Let the conditions (4.33), (4.39)–(4.41),
[
(In + G1(ki))

−1
]
il

= 0 (i 6= l; i, l = 1, . . . , n) (4.46)

and

r(H0) <
(
2 sin

π

4m0 + 2

) 2
ν

(4.47)

hold, where h1ii ∈ E(Ñm0 , R), h1il ∈ E(Ñm0 , R+) (i 6= l), h2il ∈ E(Ñm0 , R+)
(i, l = 1, . . . , n), ν ≥ 2,

H0 =

( (
‖h1il‖µ

)n
i,l=1

(
‖h2il‖µ

)n
i,l=1(∥∥[(In + G1(·))

−1
]
il

∥∥
µ

)n
i,l=1

m
1
ν

0 In

)
,
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and 1
µ
+ 2

ν
= 1. Then the problem (1.9), (1.11) has one and only one solution.

Corollary 4.6. Let the conditions (4.33), (4.46),

(−1)j+1
(∣∣∣
[
(In −G2(k))(In + G1(k))−1

]
ii
− 1
∣∣∣
)
≤ h1ii

for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n),
∣∣∣
[
(G1(k) + G2(k))(In + G1(k))−1

]
il

∣∣∣ ≤ h1il

for k ∈ {0, . . . , m0} (i 6= l; i, l = 1, . . . , n),

|g3il(k)| ≤ h2il for k ∈ {0, . . . , m0} (i, l = 1, . . . , n)

and
[
(In + G1(k))−1

]
il
≤ h3il for k ∈ {0, . . . , m0} (i, l = 1, . . . , n)

hold, where h1ii ∈ R, h1il ∈ R+ (i 6= l), h2il ∈ R+ (i, l = 1, . . . , n). Let,
moreover,

r(H0) < m
− 1

µ

0

(
2 sin

π

4m0 + 2

) 2
ν

, (4.48)

where µ ≥ 1, ν ≥ 2, 1
µ

+ 2
ν

= 1,

H0 =

(
(h1il)

n
i,l=1 (h2il)

n
i,l=1

(h3il)
n
i,l=1 In

)
.

Then the problem (1.9), (1.11) has one and only one solution.

Let a ∈ E(Ñm0 , R). On the basis of Definition 1.22, we introduce the
following function:

γa(j, k) =






j∏

l=k+1

(
1−∆a(l − 1)

)−1
for j > k,

k∏

l=j+1

(
1−∆a(l − 1)

)
for j < k,

1 for j = k.

(4.49)

Theorem 4.6. Let the conditions

(−1)j+1
(∣∣∣
[
(In −G2(k))(In + G1(k))−1

]
ii

∣∣∣− 1
)
≤ h1iiβi(k) + β11ii(k)

for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n),
∣∣∣
[
(G1(k) + G2(k))(In + G1(k))−1

]
il

∣∣∣ ≤ h1ilβi(k) + β11il(k)

for k ∈ {0, . . . , m0} (i 6= l; i, l = 1, . . . , n),

|g3il(k)| ≤ h2ilβi(k) + β12il(k) for k ∈ {0, . . . , m0} (i, l = 1, . . . , n),
∣∣[(In + G1(k))−1

]
il

∣∣ ≤ β21il(k) for k ∈ {0, . . . , m0} (i, l = 1, . . . , n),
∣∣∣∣`1i(y1, . . . , yn) +

[
(In + G1(ki))

−1
]
ii

n∑

l=1

[
In + G1(ki)

]
il
yl(ki)− yi(ki)

∣∣∣∣ ≤
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≤ |µi|
∣∣∣

n∑

l=1

[
In + G1(mi)

]
il
yl(mi)

∣∣∣

for (yl)
n
l=1 ∈ N(Ñm0 , R

n) (i = 1, . . . , n), (4.50)
∣∣`2i(y1, . . . , yn)

∣∣ ≤ |µ2i|
∣∣yi(mi + 1)

∣∣

for (yl)
n
l=1 ∈ N(Ñm0 , R

n) (i = 1, . . . , n), (4.51)

βi(ki) ≤ 0, 0 ≤ βi(k) < |ηi|
−1

for k ∈ {ki + 1, . . . , m0} (i = 1, . . . , n)

and
|µ1i|γi(mi, ki) < 1, |µ2i| < 1 (i = 1, . . . , n)

hold, where h1ii < 0, h1il ≥ 0 (i 6= l), h2il ≥ 0 (i, l = 1, . . . , n); µji ∈ R,

ηi < 0, mi ∈ Ñm0 , mi 6= ki (i = 1, . . . , n); β11ii, β21il ∈ E(Ñm0 , R+) (i, l =

1, . . . , n); β1jil(k) ≥ 0 (j = 1, 2; i 6= l) and βi(k) ≥ 0 for k ∈ Ñm0 \ {ki}
(i, l = 1, . . . , n); γi(m, k) ≡ γai

(m, k), the function γai
is defined by (4.49),

and ai(k) ≡ ηi(αi(k) − αi(ki)) sgn(k − ki), αi(k) ≡
k∑

l=0

βi(l) (i = 1, . . . , n).

Let, moreover,
gii < 1 (i = 1, . . . , 2n) (4.52)

and the real part of every characteristic value of the 2n×2n-matrix (ξil)
2n
i,l=1

be negative, where

ξii = h1ii(1− gii), ξil = h1+j ilhi − h1iigil

(j = 0, 1; i 6= l; i = 1, . . . , n; l = nj + 1, . . . , nj + n),

ξil = gil − jδil (j = 0, 1; i = n + 1, . . . , 2n; l = nj + 1, . . . , nj + n),

gil = |µ1+ji|
(
1− |µ1+j i|γ

1−j
i (mi, ki)

)−1
γil(mi)+

+ max
{
γil(0), γil(m0)

}
(j = 0, 1; i = nj + 1, . . . , nj + n; l = 1, . . . , 2n);

γil(ki + µ) = 0 (µ = 0, 1; i = nµ + 1, . . . , nµ + n; l = 1, . . . , 2n),

γil(k) =
∣∣αil(k)− αil(ki + µ)

∣∣− (1− δil)χ[0,ki+µ]
(k)β1+µ 1+ν il(ki + µ)

for k ∈ Ñm0 \ {ki + µ} (µ, ν = 0, 1; µ + ν ≤ 1;

i = nµ + 1, . . . , nµ + n; l = nν + 1, . . . , nν + n),

γil(k) = (k − ki − 1)
(
1− χ

[0,ki]
(k)
)

+ δilχ[0,ki]
(k)

for k ∈ Ñm0 \ {ki + 1} (i, l = n + 1, . . . , 2n);

αil(k) ≡

k∑

m=0

β1+µ 1+ν il(m)

(µ, ν =0, 1; µ+ν≤1; i=nµ+1, . . . , nµ+n; l=nν+1, . . . , nν+n);

hi = 1 if |µ1i| ≤ 1, and

hi = 1 + (|µ1i| − 1)
(
1− |µ1i|γi(mi, ki)

)−1
if |µ1i| > 1 (i = 1, . . . , n).
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Then the problem (1.9), (1.12) has one and only one solution.

Theorem 4.7. Let the condition (4.33) hold, and let `0ji : E(Ñm0 , R
n
+) →

R+ (j = 1, 2; i = 1, . . . , n) be linear continuous functionals, the matrix-

functions Cj = (cjil)
n
i,l=1 ∈ E(Ñm0 , R

n×n) (j = 1, 2) be such that cjil(k) ≥ 0

for k ∈ Ñm0 (j = 1, 2; i 6= l; i, l = 1, . . . , n), and the problem (4.25), (4.26)
have a nontrivial nonnegative solution y = (yi)

n
i=1, i.e. the condition (4.34)

be violated. Let. moreover,

c1ii(k) ≥ 0 for k ∈ {0, . . . , m0} (i = 1, . . . , n) (4.53)

and

det(C2(k)) 6= 0 for k ∈ {0, . . . , m0}. (4.54)

Then there exist matrix-functions G2, G3 ∈ E(Ñm0 , R
n×n), linear continu-

ous functionals `mi : E(Ñm0 , R
n) → R (m = 1, 2; i = 1, . . . , n) and numbers

c0mi ∈ R (m = 1, 2; i = 1, . . . , n) such that the conditions (4.1), (4.35)–
(4.38) are fulfilled, but the problem (1.90), (1.12) is unsolvable.

5. Boundary Value Problems for the Difference System (1.13)

As we noted above (see Remark 1.1), the results obtained for the system
(1.9) in Section 4 cannot be extended to the system (1.13) automatically
because in these results the condition

det G3(k) 6≡ 0 for k ∈ {1, . . . , m0},

that is, G3(k) 6= 0 for k ∈ {1, . . . , m0} is always required, and we cannot
consider the system (1.9) for G3(k) ≡ 0.

Thus the systems (1.9) and (1.13) may have different properties. This
conclusion is based on the following arguments.

The general solution of the homogeneous system (1.90) contains 2n con-
stants. Therefore for these constants to be equal to zero, it is necessary to
have boundary conditions with 2n equalities. In this connection, we con-
sider the boundary conditions (1.10)-(1.12) and (1.100)-(1.120) consisting
of 2n equalities.

Unlike the system (1.90), the general solution of the system (1.130) con-
tains n constants. In this regard, we consider the boundary conditions
(1.14)-(1.16) and (1.140)-(1.160) containing n equalities.

To apply the results of Section 2, we construct a system of the form (1.1)
corresponding to the difference system (1.13).

In this section we assume that Gl = (glij)
n
i,j=1 ∈ E(Ñm0 , R

n×n) (l = 1, 2),

g0 = (g0i)
n
i=1 ∈ E(Ñm0 , R

n) and

det(In + G1(k)) 6= 0, det(In −G2(k)) 6= 0 (k = 0, . . . , m0). (5.1)

Let y ∈ E(Ñm0 , R
n) be a solution of the difference system (1.13). Then

the vector-function

z(k) = (In + G1(k))y(k) (k = 0, . . . , m0) (5.2)
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is a solution of the difference system

∆z(k − 1) = G(k)z(k) + g0(k) (k = 1, . . . , m0), (5.3)

where

G(k) ≡ (G1(k) + G2(k))(In + G1(k))−1. (5.4)

Conversely, if the function z is a solution of the system (5.3), then due
to (5.1), the function

y(k) = (In + G1(k))−1z(k) (k = 0, . . . , m0)

is a solution of the system (1.13).

On the other hand, the vector-function z ∈ E(Ñm0 , R
n) is a solution of

the difference system (5.3) if and only if the vector-function

x(t) = z
([

t +
1

2

])
for t ∈ [0, m0] (5.5)

is a solution of the system (1.1), where

A(t) =

[t+ 1
2 ]∑

i=0

(G1(i) + G2(i))(In + G1(i))
−1,

f(t) =

[t+ 1
2 ]∑

i=0

g0(i) for t ∈ [0, m0].

(5.6)

It should be noted that in this case the condition (1.21) is of the form
(5.1).

Consider now the boundary value problems.

If y ∈ E(Ñm0 , R
n) is a solution of the problem (1.13), (1.14), then the

vector-function x ∈ BV([0, m0], R
n) defined by (5.2) and (5.5) is a solution

of the problem (1.1), (1.2), where

tj = kj (j = 1, . . . , n), (5.7)

Lj = L1j(In + G1(kj))
−1 (j = 1, . . . , n). (5.8)

Let now y ∈ E(Ñm0 , R
n) be a solution of the problem (1.13), (1.16), and

[
(In + G1(ki))

j
]
ii
6= 0 (j = −1, 1; i = 1, . . . , n). (5.9)

Moreover, let z(k) = (zi(k))n
i=1 be the vector-function defined by (5.2).

Then due to (4.11), just as in Section 4, we conclude that

zi(ki) =
([

(In + G1(ki))
−1
]
ii

)−1(
`1i(y1, . . . , yn) + c01i

)
+

+
(
(1 + g1ii(ki)) ·

[
(In + G1(ki))

−1
]
ii

)−1

×

×

n∑

l,j=1, l6=i, j 6=i

g1il(ki) ·
[
(In + G1(ki))

−1
]
lj

zl(ki) (i = 1, . . . , n). (5.10)
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In view of (5.10), the vector-function x = (xi)
n
i=1 ∈ BV([0, m0], R

n) is a
solution of the problem (1.1), (1.4), where tj (j = 1, . . . , n) are defined by
(5.7),

c0i = (1 + g1ii(ki))c01i (i = 1, . . . , n), (5.11)

`i(x1, . . . , xn) =
([

(In + G1(ki))
−1
]
ii

)−1
`1i(y1, . . . , yn)+

+
(
(1 + g1ii(ki)) ·

[
(In + G1(ki))

−1
]
ii

)−1

×

×

n∑

l,j=1, l6=i, j 6=i

g1il(ki) ·
[
(In + G1(ki))

−1
]
lj

xl(ki) (i = 1, . . . , n); (5.12)

here y(k) = (yi(k))n
i=1 is defined by

y(k) = (In + G1(k))−1x(k) (k = 0, . . . , m0). (5.13)

Using (5.12), as in Section 4 we get

xi(ki) =
([

(In + G1(ki))
−1
]
ii

)−1
yi(ki)+

+
(
(1 + g1ii(ki)) ·

[
(In + G1(ki))

−1
]
ii

)−1

×

×

n∑

l,j=1, l6=i, j 6=i

g1il(ki) ·
[
(In + G1(ki))

−1
]
lj

xl(ki) (i = 1, . . . , n) (5.14)

and

`i(x1, . . . , xn)− x1i(ki) =

=
([

(In+G1(ki))
−1
]
ii

)−1
·
(
`1i(y1, . . . , yn)−yi(ki)

)
(i=1, . . . , n), (5.15)

where y(k) = (yi(k))n
i=1 is defined by (5.13).

On the other hand, if the vector-function x = (xi)
n
i=1 ∈ BV([0, m0], R

n)
is a solution of the problem (1.1), (1.4), where A(t), f(t), ti (i = 1, . . . , n),
c0i (i = 1, . . . , n) and `i (i = 1, . . . , n) are defined by (5.6), (5.7), (5.11)
and (5.12), respectively, then due to (5.15), the vector-function y defined
by (5.13) will be a solution of the problem (1.13), (1.16).

The problem (1.13), (1.15) is a particular case of the problem (1.13), (1.16),
which is equivalent to the problem (1.1), (1.3) in the sense described above.

Along with the difference system (5.3), we consider the corresponding
homogeneous difference system

∆z(k − 1) = G(k)z(k) (k = 1, . . . , m0), (5.30)

where G(k) is defined by (5.4).
Note that the matrix-function

Y (k) =

k∏

i=0

((In −G2(i))
−1(In + G1(i− 1)) (5.16)

(here G1(−1) = G2(0) = On×n) is a fundamental matrix of the system
(1.130) satisfying Y (0) = In.
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The matrix-function

G(k, i) =





Y (k)
∑

j∈{1,...,n0: kj<i}

ZjY
−1(i) for 0 ≤ i < k ≤ m0,

−Y (k)
∑

j∈{1,...,n0: kj≥i}

ZjY
−1(i) for 0 ≤ k < i ≤ m0,

On×n for 0 ≤ k = i ≤ m0,

(5.17)

where Y (k) is defined by (5.16) and

Zj =
( n0∑

i=1

L1iY (ki)
)−1

L1jY (kj) (j = 1, . . . , n0), (5.18)

is called the augmented Green matrix of the problem (1.130), (1.140).
Under the Green matrix of the problem (1.130), (1.140) we mean the

matrix-function
G∗(k, i) ≡ −(In + G1(k))−1G(k, i). (5.19)

We introduce the operators

[
(G1, G2)(k)

]
0
≡ In,

[
(G1, G2)(k)

]
i
≡ −

m0∑

j=k+1

(G1(k) + G2(k))×

×(In + G1(k))−1
[
(G1, G2)(j)

]
i−1

(i = 1, 2, . . .),

(5.20)

and

V1(G1, G2)(k) ≡

m0∑

j=k+1

∣∣(G1(j) + G2(j))(In + G1(j))
−1
∣∣,

Vi+1(G1, G2)(k) ≡

m0∑

j=k+1

∣∣(G1(j) + G2(j))(In + G1(j))
−1
∣∣×

× Vi(G1, G2)(j) (i = 1, . . . , n).

(5.21)

Definition 5.1. Let ki ∈ Ñm0 (i = 1, . . . , n), and let G1 = (g1il)
n
i,l=1 ∈

E(Ñm0 , R
n×n) be a matrix-function satisfying (5.1). We say that a pair

(C, `0) consisting of a matrix-function C = (cil)
n
i,l=1 ∈ E(Ñm0 , R

n×n) and

a positive homogeneous nondecreasing continuous operator `0 = (`0i)
n
i=1 :

E(Ñm0 , R
n
+) → R

n
+ belongs to the set UG1(k1, . . . , kn) if cil(k) ≥ 0 for k ∈

Ñm0 (i 6= l; i, l = 1, . . . , n) and the system

(
∆yi(k − 1)+

n∑

l=1

(
g1il(k)yl(k)−g1il(k−1)yl(k−1)

))
sgn

(
k−ki−

1

2

)
≤

≤

n∑

l,j=1

cil(k)(δjl+g1il(k))yl(k) for k∈{1, . . . , m0−1} (i=1, . . . , n) (5.22)

has no nontrivial nonnegative solution satisfying the condition

yi(ki) ≤ `0i(y1, . . . , yn) (i = 1, . . . , n). (5.23)
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5.1. Solvability of the Problem (1.13), (1.14).

Theorem 5.1. The boundary value problem (1.13), (1.14) has a unique so-
lution if and only if the corresponding homogeneous problem (1.130), (1.140)
has only the trivial solution. If the latter condition holds, the solution y
of the problem (1.13), (1.14) admits the representation (4.28), where y0 is
a solution of the problem (1.130), (1.14), and the matrix-function G∗(k, i)
defined by (5.16)–(5.19) is the Green matrix of the problem (1.130), (1.140).

Corollary 5.1. The boundary value problem (1.13), (1.14) is uniquely
solvable if and only if

det
( n0∑

j=1

L1j(In +G1(kj))
−1

kj∏

i=0

(In−G2(i))
−1(In +G1(i−1))

)
6= 0. (5.24)

Theorem 5.2. The boundary value problem (1.13), (1.14) is uniquely
solvable if and only if there exist natural numbers k and m such that the
matrix

Mk =

n0∑

j=1

k−1∑

i=0

L1j(In + G1(kj))
−1
[
(G1, G2)(kj)

]
i

is nonsingular and the inequality (4.30) holds, where

Mk,m = Vm(G1, G2)(0)+

+
m−1∑

i=0

∣∣ [(G1, G2)(·)
]
i

∣∣
Ñm0

·

n0∑

j=1

|M−1
k L1j |(In + G1(kj))

−1Vk(G1, G2)(kj),

and the matrix-functions [(G1, G2)(l)]i and Vi(G1, G2)(l) are defined by
(5.20) and (5.21), respectively.

Corollary 5.2. Let

det
( n0∑

j=1

L1j(In + G1(kj))
−1
)
6= 0 (5.25)

and

r(L0M0) < 1,

where

L0 = In +
∣∣∣
( n0∑

j=1

L1j(In + G1(kj))
−1
)−1∣∣∣ ·

n0∑

j=1

∣∣L1j(In + G1(kj))
−1
∣∣

and

M0 =

m0∑

i=1

∣∣(G1(i) + G2(i)
)
(In + G1(i))

−1
∣∣.

Then the problem (1.13), (1.14) has one and only one solution.
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Corollary 5.3. Let the condition (5.25) hold, or there exist a natural
number k such that the conditions

n0∑

j=1

L1j(In + G1kj)
−1 = On×n, det Mi = 0 (i = 0, . . . , k − 1)

and

det Mk 6= 0

hold, where

Mi =

n0∑

j=1

L1j(In + G1(kj))
−1
[
(G1, G2)(kj)

]
i
.

Then there exists ε0 > 0 such that the system

∆y(k − 1) = ε
(
G1(k − 1)y(k − 1) + G2(k)y(k)

)
+ g0(k) (k = 1, . . . , m0)

has a solution satisfying (1.14) for every ε ∈ ]0, ε0[ .

Theorem 5.3. Let matrix-functions G0j ∈ E(Ñm0 , R
n×n) (j = 1, 2) be

such that

det(In + G01(k)) 6= 0, det(In −G02(k)) 6= 0 (k = 0, . . . , m0),

the homogeneous system

∆y(k − 1) = G01(k − 1)y(k − 1) + G02(k)y(k) (k = 1, . . . , m0) (5.26)

has only the trivial solution satisfying the condition (1.140), and let the

matrix-functions Gj ∈ E(Ñm0 , R
n×n) (j = 1, 2) admit the estimates

m0∑

i=1

∣∣∣∣G0(k, i− 1) ·
{
(In −G02(i))(In + G01(i))

−1−

−(In −G2(i))(In + G1(i))
−1
}∣∣∣∣ ≤ M,

where G0(k, i) is the augmented Green matrix of the problem (5.26), (1.140),
and M ∈ R

n×n is a constant matrix such that

r(M) < 1.

Then the problem (1.13), (1.14) has one and only one solution.

5.2. Solvability of the Problems (1.13), (1.15) and (1.13), (1.16).

Theorem 5.4. Let the matrix-function G1 = (g1il)
n
i,l=1 satisfy the condi-

tion (4.33), and let there exist a matrix-function C = (cil)
n
i,l=1 and a positive

homogeneous nondecreasing continuous operator `0 = (`0i)
n
i=1 such that

(C, `0) ∈ UG1(k1, . . . , kn), (5.27)

(−1)j+1
(∣∣∣
[
(In −G2(k))(In + G1(k))−1

]
ii

∣∣∣− 1
)
≤ cii(k)

for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n), (5.28)
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∣∣∣
[(

G1(k) + G2(k)
)
(In + G1(k))−1

]
il

∣∣∣ ≤ cil(k)

for k ∈ {1, . . . , m0} (i 6= l; i, l = 1, . . . , n) (5.29)

and
∣∣`1i(y1, . . . , yn)

∣∣ ≤ `0i

(
|y1|, . . . , |yn|

)

for (yl)
n
l=1 ∈ E(Ñm0 , R

n) (i = 1, . . . , n). (5.30)

Then the problem (1.13), (1.16) has one and only one solution.

Theorem 5.5. Let the conditions (4.33), (4.44),

(−1)j+1
(∣∣∣
[
(In −G2(k))(In + G1(k))−1

]
ii

∣∣∣− 1
)
≤ hii(k)

for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n), (5.31)
∣∣∣
[
(G1(k) + G2(k))(In + G1(k))−1

]
il

∣∣∣ ≤ hil(k)

for k ∈ {0, . . . , m0} (i 6= l; i, l = 1, . . . , n) (5.32)

and
∣∣∣∣`1i(y1, . . . , yn) +

[
(In + G1(ki))

−1
]
ii

n∑

l=1

[
In + G1(ki)]ilyl(ki)− yi(ki)

∣∣∣∣ ≤

≤

n∑

l=1

γil

∥∥∥
n∑

j=1

[
(In + G1(·)

]
lj

yj(·)
∥∥∥

ν
for (yl)

n
l=1 ∈ E(Ñm0 , R

n)

(i = 1, . . . , n)

hold, where hii ∈ E(Ñm0 , R), hil ∈ E(Ñm0 , R+) (i 6= l; i, l = 1, . . . , n), and
γil ∈ R+ (i, l = 1, . . . , n), ν ≥ 2,

H∗ =
(
ξ0

([
(In + G1(ki))

−1
]
ii

)−1
γil + λ0‖hil‖µ

)n

i,l=1
,

1
µ

+ 2
ν

=1, ξ0 =m
1
ν

0 , λ0 =
(

1
2 sin−1 π

4m0+2

) 2
ν . Then the problem (1.13), (1.16)

has one and only one solution.

Corollary 5.4. Let G1(k) ≡ diag(g11(k), . . . , g1n(k)) be a diagonal
matrix-function such that the conditions (4.44), (4.45),

(−1)j+1
(
(1 + g1i(k))−1|1− g2ii(k)| − 1

)
≤ hii(k) for (−1)j(k − ki) ≥ 0

(j = 1, 2; i = 1, . . . , n),

(1 + g1l(k))−1
∣∣g1il(k) + g2il(k)

∣∣ ≤ hil(k) for k ∈ {0, . . . , m0}

(i 6= l; i, l = 1, . . . , n)

and

∣∣`1i(y1, . . . , yn)
∣∣ ≤

n∑

l=1

γil

∥∥(1 + g1l(·))yl(·)
∥∥

ν

for (yl)
n
l=1 ∈ E(Ñm0 , R

n) (i = 1, . . . , n)
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hold, where hii ∈ E(Ñm0 , R), hil ∈ E(Ñm0 , R+) (i 6= l; i, l = 1, . . . , n),
γil ∈ R+ (i, l = 1, . . . , n), ν ≥ 2, the matrix H∗ is defined as in Theo-
rem 5.5. Then the conclusion of Theorem 5.5 is true.

Corollary 5.5. Let the conditions (4.33), (4.46), (4.47), (5.30) and (5.31)

hold, where hii ∈ E(Ñm0 , R), hil ∈ E(Ñm0 , R+) (i 6= l; i, l = 1, . . . , n),
ν ≥ 2, H0 = (‖hil‖µ)n

i,l=1,
1
µ

+ 2
ν

= 1. Then the problem (1.13), (1.15) has

one and only one solution.

Corollary 5.6. Let the conditions (4.33), (4.46), (4.48),

(−1)j+1
(∣∣∣
[
(In −G2(k))(In + g1(k))−1

]
ii

∣∣∣− 1
)
≤ hii

for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n)

and ∣∣∣
[
(G1(k) + G2(k))(In + G1(k))−1

]
il

∣∣∣ ≤ hil for k ∈ {0, . . . , m0}

(i 6= l; i, l = 1, . . . , n)

hold, where hii ∈ R, hil ∈ R+ (i 6= l; i, l = 1, . . . , n), µ ≥ 1, ν ≥ 2,
1
µ

+ 2
ν

= 1, and H0 = (hil)
n
i,l=1. Then the problem (1.13), (1.15) has one

and only one solution.

Theorem 5.6. Let the conditions

(−1)j+1
(∣∣∣
[
(In −G2(k))(In + G1(k))−1

]
ii

∣∣∣− 1
)
≤ hiiβi(k) + β1ii(k)

for (−1)j(k − ki) ≥ 0 (j = 1, 2; i = 1, . . . , n),
∣∣∣
[
(G1(k) + G2(k))(In + G1(k))−1

]
il

∣∣∣ ≤ hilβi(k) + β1il(k)

for k ∈ {0, . . . , m0} (i 6= l; i, l = 1, . . . , n),
∣∣[(In + G1(k))−1

]
il

∣∣ ≤ β2il(k) for k ∈ {0, . . . , m0} (i, l = 1, . . . , n),

∣∣∣`1i(y1, . . . , yn) +
[
(In + G1(ki))

−1
]
ii

n∑

l=1

[
In + G1(ki)

]
il
yl(ki)− yi(ki)

∣∣∣ ≤

≤|µi|
∣∣∣

n∑

l=1

[
In+G1(mi)

]
il
yl(mi)

∣∣∣ for (yl)
n
l=1∈E(Ñm0 , R

n) (i=1, . . . , n),

βi(ki) ≤ 0, 0 ≤ βi(k) < |ηi|
−1 for k ∈ {ki + 1, . . . , m0} (i = 1, . . . , n)

and
|µi|γi(mi, k) < 1 (i = 1, . . . , n)

hold, where hii < 0, hil ≥ 0 (i 6= l; i, l = 1, . . . , n); µi ∈ R, ηi < 0,

mi ∈ Ñm0 , mi 6= ki (i = 1, . . . , n); β1ii, β2il ∈ E(Ñm0 , R+) (i, l = 1, . . . , n);

β1il(k) ≥ 0 (i 6= l) and βi(k) ≥ 0 for k ∈ Ñm0 \ {ki} (i, l = 1, . . . , n);
γi(m, k) ≡ γai

(m, k), the function γai
is defined by (4.49), and ai(k) ≡

ηi(αi(k)−αi(ki)) sgn(k−ki), αi(k) ≡
k∑

l=0

βi(l) (i = 1, . . . , n). Let, moreover,
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the condition (2.39) hold, and let the real part of every characteristic value
of the n× n-matrix (ξil)

n
i,l=1 be negative, where

ξii = hii(1− gii), ξil = hilhi − hiigil (i 6= l; i, l = 1, . . . , n);

gil = |µi|
(
1−|µi|γi(mi, ki)

)−1
γil(mi)+max

{
γil(0), γil(m0)

}
(i, l=1, . . . , n);

γil(ki) = 0 (i, l = 1, . . . , n),

γil(k) =
∣∣αil(k)− αil(ki)

∣∣− (1− δil)χ[0,ki]
(k)β1il(ki)

for k ∈ Ñm0 \ {ki} (i, l = 1, . . . , n);

αil(k) ≡

k∑

m=0

β1il(m) (i, l = 1, . . . , n);

hi = 1 if |µi| ≤ 1, and

hi = 1 +
(
|µi| − 1)

(
1− |µi|γi(mi, ki)

)−1
if |µi| > 1 (i = 1, . . . , n).

Then the problem (1.13), (1.16) has one and only one solution.

Theorem 5.7. Let the condition (4.33) hold, and let `0i : E(Ñm0 , R
n
+) →

R+ (i = 1, . . . , n) be linear continuous functionals, a matrix-function C =

(cil)
n
i,l=1 ∈ E(Ñm0 , R

n×n) be such that cil(k) ≥ 0 for k ∈ Ñm0 (i 6= l;

i, l = 1, . . . , n), and the problem (5.22), (5.23) have a nontrivial nonnegative
solution y = (yi)

n
i=1, i.e. the condition (5.27) be violated. Then there exist

a matrix-function G2 ∈ E(Ñm0 , R
n×n), linear continuous functionals `i :

E(Ñm0 , R
n) → R (i = 1, . . . , n) and numbers c0i ∈ R (i = 1, . . . , n) such

that the conditions (5.28)–(5.30) are fulfilled, but the problem (1.130), (1.16)
is not solvable. In addition, if the matrix-function C = (cil)

n
i,l=1 is such

that

det
((

In − diag(sgn(k − k1), . . . , sgn(k − kn)
)
C(k) diag(ε1, . . . , εn)

)
6= 0

for k ∈ {0, . . . , m0}, (5.33)

where εi ∈ [0, 1], then the matrix-function G2 satisfies the condition (5.1).

Remark 5.1. The condition (5.33) holds, for example, if either
n∑

l=1

|cil(t)| < 1 for k ∈ Ñm0 (i = 1, . . . , n)

or
cii(k) ≤ 1 for k > ki (i = 1, . . . , n)

and
n∑

l=1, l6=i

|cil(k)| < |1− sgn(k − ki)cii(k)| for k ∈ Ñm0 (i = 1, . . . , n)

( n∑

l=1, l6=i

|cli(k)| < |1− sgn(k − ki)cii(k)| for k ∈ Ñm0 (i = 1, . . . , n)

)
.
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6. Auxiliary Propositions

6.1. General Lemmas.

Lemma 6.1. Let g = (gi)
n
i=1 ∈ BV([a, b], Rn), and let (cil)

n
i,l=1 ∈

BV([a, b], Rn×n) be such that cil (i 6= l; i, l = 1, . . . , n) are nondecreasing
functions. Let, moreover, B = (bil)

n
i,l=1 ∈ BV([a, b], Rn×n) be a matrix-

function satisfying the conditions

S0(bii)(t)− S0(bii)(s) ≤
[
S0(cii)(t)− S0(cii)(s)

]
sgn(t− s)

for (t− s)(s− t)i > 0 (i = 1, . . . , n), (6.1)

(−1)j+m
(∣∣1 + (−1)mdmbii(t)

∣∣− 1
)
≤ dmcii(t)

for (−1)j(t− ti) ≥ 0 (j, m = 1, 2; i = 1, . . . , n), (6.2)
∣∣S0(bil)(t)− S0(bil)(s)

∣∣ ≤ S0(cil)(t)− S0(cil)(s)

for a ≤ s < t ≤ b (i 6= l; i, l = 1, . . . , n) (6.3)

and
|djbil(t)| ≤ djcil(t) for t ∈ [a, b] (i 6= l; i, l = 1, . . . , n). (6.4)

Then every solution x = (xi)
n
i=1 of the system

dx(t) = dB(t) · x(t) + dg(t)

will be a solution of the system

[
d|xi(t)| − sgn(t− ti)

n∑

l=1

|xl(t)|dcil(t)− sgn xi(t) · dgi(t)
]
sgn(t− ti) ≤ 0

(i = 1, . . . , n),

(−1)jdj |xi(ti)| ≤
n∑

l=1

|xl(ti)|djcil(ti)+

+(−1)j sgnxi(ti) · djgi(ti) (j = 1, 2; i = 1, . . . , n).

Proof. This lemma with the supplementary condition

djcii(ti) ≥ 0, djcii(t) > −1 for (−1)j(t− ti) > 0 (j = 1, 2; i = 1, . . . , n)

is proved in [6, Lemma 2.2]. We only note that the last condition follows
immediately from the condition (6.2). �

Lemma 6.2. Let t0 ∈ [a, b], c0 ∈ R
n, g ∈ BV([a, b], Rn), and let the

matrix-function B = (bik)n
i,k=1 ∈ BV([a, b], Rn×n), where bik (i 6= k; i, k =

1, . . . , n) are nondecreasing functions on [a, b], be such that

det(In + djB(t)) 6= 0 for t ∈ [a, b] \ {t0} (j = 1, 2),

1 + djbii(t) > 0 for (−1)j(t− t0) ≥ 0 (j = 1, 2)

and
n∑

i=1

djbik(t) < 1 for (−1)j(t− t0) < 0 (j = 1, 2; k = 1, . . . , n).
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Let, moreover, the vector-function z : [a, b] → R
n (z ∈ BV([c, d], Rn) for

every [c, d] ⊂ [a, t0[∪ ]t0, b]) be a solution of the system of linear differential
inequalities

sgn(t− t0)dz(t) ≤ dB(t) · z(t) + dg(t)

on the intervals [a, t0[ and ]t0, b], satisfying the condition

z(t0) + (−1)jdjz(t0) ≤ c0 + djB(t0) · c0 + djg(t) (j = 1, 2).

Then the estimate

z(t) ≤ u(t)

holds, where u ∈ BV([a, b], Rn) is the unique solution of the system

sgn(t− t0)du(t) = dB(t) · u(t) + dg(t)

on the intervals [a, t0[ and ]t0, b], satisfying the conditions

(−1)jdju(t0) = djB(t0) · u(t0) + djb(t0) (j = 1, 2)

and

u(t0) = c0.

Proof. This lemma is proved in [8, Lemma 2.7]. �

6.2. On the Set U(t1, . . . , tn).
The following lemmas make more precise the ones given in [3].

Lemma 6.3. Let the conditions (2.26), (2.27) and

∣∣cil(t)− cil(s)
∣∣ ≤

t∫

s

hil(τ) dαl(τ) for a ≤ s < t ≤ b (i, l = 1, . . . , n)

hold, where cil ∈ BV([a, b], R) (i, l = 1, . . . , n), αl (l = 1, . . . , n) are func-
tions, nondecreasing on [a, b] and having not more than a finite number of
points of discontinuity; hil ∈ Lµ([a, b], R+; αl) (i 6= l), hii ∈ Lµ([a, b], R; αl)
(i, l = 1, . . . , n), 1 ≤ µ ≤ +∞; `mik ∈ R+ (m = 0, 1, 2; i, k = 1, . . . , n),
1
µ

+ 2
ν

= 1, and H = (Hj+1,m+1)
2
j,m=0 is the 3n × 3n-matrix defined as

in Theorem 2.6. Then the problem (1.23), (1.24) has no nontrivial non-
negative solution. In addition, if cil (i 6= l; i, l = 1, . . . , n) are functions
nondecreasing on [a, b], then the condition (2.16) holds for C = (cil)

n
i,l=1

and `0 = (`0i)
n
i=1,

`0i(x1, . . . , xn) =

2∑

m=0

n∑

k=1

`mik‖x‖ν,sm(αk)

for (xi)
n
i=1 ∈ BV([a, b], Rn) (i = 1, . . . , n).

Lemma 6.4. Let the conditions (2.36)–(2.38),

Sj(cil)(t)− Sj(cil)(s) ≤ hil

[
Sj(αi)(t)− Sj(αi)(s)

]
+ Sj(βil)(t)− Sj(βil)(s)

for a ≤ s < t < ti and ti < s ≤ t ≤ b (j = 0, 1, 2; i, l = 1, . . . , n)
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and
djcii(ti) ≤ hiidjαi(ti) + djβii(ti) (j = 1, 2; i = 1, . . . , n)

hold, where hil≥0 (i 6= l), hii <0 (i, l =1, . . . , n); µi ≥0, ηi < 0, si ∈ [a, b],
si 6= ti (i = 1, . . . , n); βii (i = 1, . . . , n) are functions nondecreasing on [a, b];
βil (i 6= l) and αi (i, l = 1, . . . , n) are functions on [a, b] nondecreasing on
every interval [a, ti[ and ]ti, b]; λi(t) ≡ γai

(t, ti), the function γai
(t, ti) is

defined according to (1.22), and ai(t) ≡ ηi(αi(t)− αi(ti)) sgn(t− ti) (i 6= l;
i = 1, . . . , n). Let, moreover, the condition (2.39) hold, and let the real part
of every characteristic value of the matrix (ξil)

n
i,l=1 be negative, where gii

and ξil (i, l = 1, . . . , n) are defined as in Theorem 2.7. Then the problem
(1.23), (1.24) has no nontrivial nonnegative solution. Moreover, if cil (i 6= l;
i, l = 1, . . . , n) are nondecreasing functions, then the condition (2.16) holds
for C = (cil)

n
i,l=1 and `0 = (`0i)

n
i=1,

`0i(x1, . . . , xn) = µixi(si) for (xl)
n
l=1 ∈ BV([a, b], Rn

+) (i = 1, . . . , n).

Proofs of Lemmas 6.3 and 6.4 are analogous to those of Lemmas 2.6 and
2.7, respectively, given in [3].

Lemma 6.5. Let tk1, . . . , tkn ∈ [a, b] (k = 1, 2), `0ki : BV([a, b], Rn
+) →

R+ (k = 1, 2; i = 1, . . . , n) be linear continuous functionals, and Ckj =
(ckjil)

n
i,l=1 ∈ BV([a, b], Rn×n) (k, j = 1, 2) be such that the system

sgn(t− t1i) · dx1i(t) ≤
n∑

l=1

x1l(t)dc11il(t) +
n∑

l=1

x2l(t)dc12il(t)

for t ∈ [a, b], t 6= t1i (i = 1, . . . , n),

(−1)jdjx1i(t1i) ≤
n∑

l=1

x1l(t1i)djc11il(t1i) +
n∑

l=1

x2l(t1i)djc12il(t1i)

(j = 1, 2; i = 1, . . . , n),

dx2i(t) =
n∑

l=1

x1l(t)dc21il(t) +
n∑

l=1

x2l(t)dc22il(t)

for t ∈ [a, b] (i = 1, . . . , n)

(6.5)

has a nontrivial nonnegative solution under the condition

xki(t1i) ≤ `0ki(x11, . . . , x1n, x21, . . . , x2n) (k = 1, 2; i = 1, . . . , n). (6.6)

Then there exist a matrix-function A ∈ BV([a, b], Rn×n), linear continuous
functionals `i : BV([a, b], R2n) → R (i = 1, . . . , 2n) and numbers c0i ∈ R

(i = 1, . . . , 2n) such that the 2n-system

dx(t) = dÃ(t) · x(t) (6.7)

under the 2n-condition (1.4) is unsolvable, where ti = t1i (i = 1, . . . , n),
tn+i = t2i (i = 1, . . . , n), and

Ã(t) ≡

(
A(t) C12(t)

C21(t) C22(t)

)
. (6.8)
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Proof. Let x = (xk)2k=1, xk = (xki)
n
i=1 (k = 1, 2) be the nonnegative solu-

tion of the problem (6.5), (6.6).
Let bi, ϕi ∈ BV([a, b], R) (i = 1, . . . , n) be the functions defined by

bi(t) ≡
(
S0(c11 ii)(t)− S0(c11 ii)(s)

)
sgn(t− t1i) (i = 1, . . . , n)

and

ϕi(t) ≡

( n∑

l=1

( t∫

t1i

x1l(τ) dc11 il(τ) +

t∫

t1i

x2l(τ) dc12 il(τ)
)
−

−

t∫

t1i

x1i(τ)dS0(c11 ii)(τ)

)
sgn(t− t1i) (i = 1, . . . , n).

It is evident that the Cauchy problem

dy(t) = y(t) dbi(t) + dϕi(t), (6.9)

y(t1i) = x1i(t1i) (6.10)

has a unique solution y1i for every i ∈ {1, . . . , n}.
Moreover, it is easy to verify that the function z(t) = zi(t),

zi(t) ≡ x1i(t)− y1i(t)

satisfies the conditions of Lemma 6.2 and the problem

du(t) = u(t) dbi(t), u(t1i) = 0

has only the trivial solution for every i ∈ {1, . . . , n}.
According to this lemma we have

x1i(t) ≤ y1i(t) for t ∈ [a, b] (i = 1, . . . , n)

and therefore

x1i(t) = ηi(t)y1i(t) for t ∈ [a, b] (i = 1, . . . , n),

where, by Theorem I.4.25 of [28], ηi : [a, b] → [0, 1] (i = 1, . . . , n) are

functions such that the integrals
t∫

ti

ηi(τ) dc11 il(τ) (i, l = 1, . . . , n) exist for

every t ∈ [a, b].
Let us introduce the notation

aii(t) ≡ bi(t) + sgn(t− t1i)

t∫

t1i

ηi(τ) d(c11 ii(τ)− S0(c11 ii)(τ))

(i = 1, . . . , n),

ail(t) ≡ sgn(t− t1i)

t∫

t1i

ηl(τ) dc11 il(τ) (i 6= l, i, l = 1, . . . , n).

(6.11)
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Due to (6.6), (6.9) and (6.10), the vector-function y = (yi)
2n
i=1, yi(t) =

x1i(t) (i = 1, . . . , n), yn+i(t) = x2i(t) (i = 1, . . . , n), is a nontrivial nonneg-
ative solution of the 2n-problem

dy(t) = dÃ(t) · y(t), (6.12)

yi(ti) = δi`0i(y1, . . . , y2n) (i = 1, . . . , 2n), (6.13)

where δi ∈ [0, 1] (i = 1, . . . , n), δn+i = 1 (i = 1, . . . , n), A(t) = (ail(t))
n
i,l=1,

`0i(y1, . . . , y2n) = `0ki(y1, . . . , y2n)

for (yl)
2n
l=1 ∈ BV([a, b], R2n) (k = 1, 2; i = (k − 1)n + 1, . . . , kn). (6.14)

Let `i : BV([a, b], R2n) → R (i = 1, . . . , 2n) be linear functionals defined
by

`i(x1, . . . , x2n) = δi (`0i([x1]+, . . . , [x2n]+)− `0i([x1]−, . . . , [x2n]−))

for (xl)
2n
l=1 ∈ BV([a, b], R2n) (i = 1, . . . , 2n), (6.15)

where [xi]+(t) = 1
2 (|xi(t)| + xi(t)) and [xi]−(t) = 1

2 (|xi(t)| − xi(t)) (i =
1, . . . , 2n) are the positive and negative parts of the function xi, respectively.

By (6.11)–(6.13), y = (yi)
2n
i=1 is a nontrivial, nonnegative solution of the

system (6.7) under the boundary condition (1.4).
On the other hand, by Remark 1.2, there exist numbers c0i ∈ R (i =

1, . . . , 2n) such that the problem (6.7), (1.4) is not solvable, where the

matrix-function Ã(t) is defined by (6.8), (6.11), and the linear function-
als `i (i = 1, . . . , 2n) are defined by (6.15). The lemma is proved. �

7. Proof of the Main Results

7.1. Proof of the Results of Section 2.
Proof of Theorem 2.1. Let l = 1.
We introduce the following sequence of operators: pi : BV([a, b], Rn×l) →

BV([a, b], Rn×l) (i = 0, 1, . . . ):

p0(X)(t) ≡ X(t),

pi(X)(t) ≡ (In − d1A(t))−1

t∫

a

dA(τ−) · pi−1(X)(τ) (i = 1, 2, . . . ).
(7.1)

To prove the theorem, we have to show that the conditions of the theorem
are necessary and sufficient for the absence of nontrivial solutions to the
homogeneous problem (1.10), (1.50).

Let us show the sufficiency. Let x = (xi)
n
i=1 be an arbitrary solution of

the homogeneous problem (1.10), (1.50). Then

x(t) = c +

t∫

a

dA(τ) · x(τ) for t ∈ [a, b], (7.2)
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where c = x(a). This, by (1.21), (1.31) and (7.1), yields

x(t) = c +

t∫

a

dA(τ−) · x(τ) + d1A(t) · x(t)

and

x(t) = (In − d1A(t))−1c + (In − d1A(t))−1

t∫

a

dA(τ−) · x(τ) =

= [A(t)]0 · c + p1(x)(t) = [A(t)]0 · c + p1([A(·)]0 · c + p1(x))(t) =

= [A(t)]0 · c + p1([A(·)]0 · c)(t) + p1(p1(x))(t) =

= ([A(t)]0 + [A(t)]1) · c + p2(x)(t) = ([A(t)]0 + [A(t)]1) · c+

+ p2([A(·)]0 · c + p1(x))(t) =

= ([A(t)]0 + [A(t)]1) · c + p2([A(·)]0 · c)(t) + p2(p1(x))(t) =

= ([A(t)]0 + [A(t)]1 + [A(t)]2) · c + p3(x)(t) for t ∈ [a, b],

etc. Continuing this process infinitely, we obtain

x(t) =

( j−1∑

i=0

[A(t)]i

)
c + pj(x)(t) for t ∈ [a, b] (7.3j)

for every natural number j.
According to (1.171), (1.191) and (7.1), from (1.50) and (7.3k) we find

that

Mkc−

b∫

a

dL(t) · pk(x)(t) = 0.

Therefore in view of the fact that Mk is a nonsingular matrix, we have

c = M−1
k

b∫

a

dL(t) · pk(x)(t).

Substituting this value of c into (7.3m), we get

x(t) = pm(x)(t) +

(m−1∑

i=0

[A(t)]i

) b∫

a

d(M−1
k L(t)) · pk(x)(t). (7.4)

On the other hand, by (1.191) and (7.1), we have

|pj(x)(t)| ≤ Vj(A)(t) · |x|s for t ∈ [a, b] (j = 1, 2, . . . ).

From this and (2.3), owing to (7.4), it follows that

|x|s ≤ Mk,m|x|s

and

(In −Mk,m)|x|s ≤ 0.
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Hence according to (2.2), we obtain

|x|s ≤ 0.

Consequently, x(t) ≡ 0. Thus the sufficiency of the conditions of the
theorem is proved for the absence of nontrivial solutions to the problem
(1.10), (1.50).

Let us now prove the necessity. Let the problem (1.10), (1.50) have no
nontrivial solutions. Then the inequality (1.28) holds, where the matrix D
is defined by (1.25), and Y is an arbitrary fundamental matrix of the system
(1.10). For definiteness we mean that

Y (a) = In.

Assume

Yk(t) =

k−1∑

i=0

[A(t)]i for t ∈ [a, b] (k = 1, 2, . . . ). (7.5)

Analogously to (7.3j) we show that

Y (t) =
k−1∑

i=0

[A(t)]i + pk(Y )(t) for t ∈ [a, b] (k = 1, 2, . . . ). (7.6)

We now estimate ‖pk(Y )‖s. Let r0 = ‖Y ‖s. It is clear that (In −
d1A(t))−1 is a bounded matrix-function on [a, b]. Therefore

r = sup
{
‖(In − d1A(t))−1‖ : t ∈ [a, b]

}
< ∞.

Taking into account the fact that A− is a continuous from the left matrix-
function and V (A−) is nondecreasing, by (1.34) we estimate

‖p1(Y )(t)‖ ≤ ‖(In − d1A(t))−1‖

t∫

a

‖Y (τ)‖d‖V (A−)(τ)‖ ≤ rr0‖V (A−)(t)‖,

‖p2(Y )(t)‖ ≤ ‖(In − d1A(t))−1‖

t∫

a

‖p1(Y )(τ)‖d‖V (A−)(τ)‖ ≤

≤ r2r2
0

t∫

a

‖V (A−)(τ)‖d‖V (A−)(τ)‖ ≤
r0r

2

2!
‖V (A−)(t)‖2.

Using the method of induction, we obtain

‖pk(Y )(t)‖ ≤
r0(r‖V (A−)(t)‖)k

k!
≤

r0(r‖V (A−)(b)‖)k

k!
for t ∈ [a, b] (k = 1, 2, . . . ). (7.7)

According to (7.7), from (7.5) and (7.6) it follows that

lim
k→∞

‖Yk − Y ‖s = 0. (7.8)
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Moreover,

‖`(Yk)− `(Y )‖ ≤

b∫

a

‖Yk(t)− Y (t)‖d‖V (L)(t)‖ ≤ ‖V (L)(b)‖ · ‖Yk − Y ‖s.

Therefore by (7.8) we have

lim
k→∞

`(Yk) = `(Y ).

But in view of (2.1) and (7.5), we have

`(Yk) = −Mk,

and hence

lim
k→∞

Mk = −`(Y ).

From the above arguments and (1.28), there exist a natural number k0

and a positive number α such that

det(Mk) 6= 0, ‖M−1
k ‖ < α (k = k0, k0 + 1, . . . ). (7.9)

Moreover, as above, it is easy to verify that

‖V1(A)(t)‖ ≤ r‖V (A−)(t)‖ for t ∈ [a, b],

‖V2(A)(t)‖ ≤

t∫

a

‖V1(A)(τ)‖d‖V (A−)(τ)‖ ≤

≤ r2

t∫

a

‖V (A−)(τ)‖d‖V (A−)(τ)‖ ≤

≤
r2

2!
‖V (A−)(t)‖2 for t ∈ [a, b],

and so on. Thus

‖Vk(A)(t)‖ ≤
1

k!
(r‖V (A−)(t)‖)k ≤

1

k!
(r‖V (A−)(b)‖)k

for t ∈ [a, b] (k = 1, 2, . . . ).

Taking into account these estimates and (7.9), from (2.3) we get

lim
k,m→∞

Mk,m = On×n.

Thus the inequality (2.2) holds for some sufficiently large k and m. The
theorem has been proved for l = 1.

Let now l = 2. For this case we define the operators pi (i = 0, 1, . . . ) by

p0(X)(t) = X(t),

pi(X)(t) ≡ (In + d2A(t))−1

t∫

b

dA(τ+) · pi−1(X)(τ) (i = 1, 2, . . . )
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instead of (7.1).
We use the equality

x(t) = c +

t∫

b

dA(τ) · x(τ) for t ∈ [a, b]

instead of (7.2).
Acting analogously as in proving the case l = 1, we can easily show that

the theorem is true in this case, as well. �

Proof of Theorem 2.1′. The proof is analogous to that of Theorem 2.1.
Let l = 1, and let pi : BV([a, b], Rn×l) → BV([a, b], Rn×l) (i = 0, 1, . . . )

be the operators the defined by

p0(X)(t) ≡ X(t), pi(X)(t) ≡

t∫

a

dA(τ) · pi−1(X)(τ) (i = 1, 2, . . . ).

Let x = (xi)
n
i=1 be an arbitrary solution of the problem (1.10), (1.50).

Then by virtue of (7.2),

x(t) = c + p1(x)(t) = c +

t∫

a

dA(τ) · (c + p1(x)(τ) =

= [In + (A(t))1]c +

t∫

a

dA(τ) · p1(x)(τ) = [In + (A(t))1]c + p2(x)(t) =

= [In + A(t))1]c +

t∫

a

dA(τ) ·

τ∫

a

dA(s)(c + p1(x)(s)) =

= [In + (A(t))1 + (A(t))2]c + p3(x)(t) for t ∈ [a, b],

and so on. Continuing this process infinitely, we obtain

x(t) =

[
In +

j−1∑

i=0

(A(t))i

]
c + pj(x)(t) for t ∈ [a, b] (j = 1, 2, . . . ). (7.10)

According to (2.4) and (2.5), from (1.50) and (7.10) we can find c as
above. Substituting the value of c in (7.10) and acting as above, we find
that x(t) ≡ 0. The theorem has been proved for l = 1.

The proof of the theorem is analogous for the case l = 2. We only note
that the operators pi (i = 0, 1, . . . ) are defined by

p0(X)(t) ≡ X(t), pi(X)(t) ≡

t∫

b

dA(τ) · pi−1(X)(τ) (i = 1, 2, . . . ).

The theorem is proved. �
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Proof of Corollary 2.1. Let Aε(t) ≡ εA(t). It is evident that

lim
ε→0

(In + (−1)jεdjA(t)) = In uniformly on [a, b] (j = 1, 2).

Therefore there exists ε1 > 0 such that

det(In + (−1)jdjAε(t)) 6= 0 (t ∈ [a, b], j = 1, 2)

for every ε ∈]0, ε1].
If the condition (2.6) holds, then we assume k = 1, while if the conditions

(2.7)–(2.9) hold, we assume k = l + 1. Moreover, we put

Mk(ε) = L(a)−

k−1∑

i=0

b∫

a

dL(t) · (εA(t))i

and

Mk,1(ε) = (V (εA)(b))1 + |M−1
k (ε)|

b∫

a

dV (L)(t) · (V (εA)(t))k .

In view of the condition (2.6) (of the conditions (2.7)–(2.9)), we can easily
verify that

Mk(ε) = εk−1Mk, det(Mk) 6= 0, Mk,1(ε) = εMk,1,

where Mk and Mk1 are the matrices defined by (2.4) and (2.5), respectively.
Let

ε0 = min

{
1

r(Mk,1)
, ε1

}
.

Then we have

r(Mk,1(ε)) < 1

for every ε ∈]0, ε0[. Therefore, according to Theorem 2.1′, the problem
(1.6), (1.5) has one and only one solution for every ε ∈]0, ε0[. Thus the
corollary is proved. �

Proof of Theorem 2.2. Let x = (xi)
n
i=1 be an arbitrary solution of the

problem (1.10), (1.50). Since the problem (2.10), (1.50) has only the trivial
solution, by (1.27) and the equality

dx(t) = dA0(t) · x(t) + d

( t∫

a

d(A(τ) −A0(τ)) · x(τ)

)

we have the representation

x(t) =

t∫

a

dτG0(t, τ) ·

τ∫

a

d(A(s) −A0(s)) · x(s).
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Therefore using the integration by part formula (1.32) and (1.33), we
have

x(t) = −

t∫

a

G0(t, τ)d(A(τ) −A0(τ)) · x(τ)+

+
∑

a<τ≤t

(G0(t, τ) − G0(t, τ−)) · d1 (A(τ) −A0(τ)) · x(τ)−

−
∑

a≤τ<t

(G0(t, τ+)− G0(t, τ)) · d2 (A(τ) −A0(τ)) · x(τ) =

= −

t∫

a

G0(t, τ)dS0(A−A0)(τ) · x(τ)−

−
∑

a<τ≤t

G0(t, τ−)d1 (A(τ) −A0(τ)) · x(τ)−

−
∑

a≤τ<t

G0(t, τ+)d2 (A(τ) −A0(τ)) · x(τ)

and

|x(t)| ≤

t∫

a

|G0(t, τ)|dV (S0(A−A0))(τ) · |x(τ)|+

+
∑

a<τ≤t

|G0(t, τ−) d1(A(τ) −A0(τ))| · |x(τ)|+

+
∑

a≤τ<t

|G0(t, τ+) d2(A(τ) −A0(τ))| · |x(τ)| ≤

≤ M |x|s for t ∈ [a, b].

Hence

(In −M)|x|s ≤ 0.

From the above, owing to (2.12), it follows that x(t) ≡ 0. Consequently,
the problem (1.1), (1.5) has one and only one solution. Thus the theorem
is proved. �

Theorems 2.3 and 2.4 and Corollaries 2.2 and 2.4 follow immediately
from Theorems 1.1 and 2.1 and Corollaries 1.1 and 2.1 if we assume that

L(t) = −

n0∑

j=1

χ[a,tj ](t)Lj ,

where χ[a,tj ] is the characteristic function of the set [a, tj ] (j = 1, . . . , n0).
Corollary 2.3 follows from Theorem 2.4′ if we assume k = 1 and m = 1.

Proof of Theorem 2.5. According to Theorem 1.1, to prove the theorem
it is sufficient to verify that the homogeneous problem (1.10), (1.40) has
only the trivial solution.
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Let (xi)
n
i=1 be an arbitrary solution of the problem (1.10), (1.40). We

assume
xi(t) = |xi(t)| (i = 1, . . . , n).

Then by (2.17)–(2.21) and Lemma 6.1, we have

sgn(t− ti)dxi(t) ≤
n∑

l=1

xl(t)dcil(t) for t ∈ [a, b], t 6= ii (i = 1, . . . , n),

(−1)jdjxi(ti) ≤

n∑

l=1

xl(ti)djcil(ti) (j = 1, 2; i = 1, . . . , n)

and
xi(ti) ≤ `0i(x1, . . . , xn) (i = 1, . . . , n).

Hence (xi)
n
i=1 is a nonnegative solution of the problem (1.23), (1.24). There-

fore by (2.16), xi(t) ≡ 0 (i = 1, . . . , n) and

xi(t) ≡ 0 (i = 1, . . . , n). �

Proof of Theorem 2.6. By Lemma 6.3, the condition (2.16) holds for
C = (cil)

n
i,l=1 and `0 = (`0i)

n
i=1, where

cil(t) =

t∫

a

hil(τ)dαl(τ) for t ∈ [a, b] (i, l = 1, . . . , n)

and

`0i(x1, . . . , xn) =

2∑

m=0

n∑

k=1

`mik‖xk‖ν,Sm(αk)

for (xl)
n
l=1 ∈ BV([a, b], Rn) (i = 1, . . . , n).

Therefore the theorem follows from Theorem 2.5. �

Remark 2.1 follows from the fact that Lemma 6.3 is also true for the
n× n-matrix described in this remark.

Corollary 2.5 is a particular case of Theorem 2.6, when `mki = 0 (m =
0, 1, 2; i, k = 1, . . . , n).

Proof of Theorem 2.7. By Lemma 6.4, the condition (2.16) holds for
C = (cil)

n
i,l=1 and ` = (`0i)

n
i=1, where

cil(t) = hilαi(t) + αil(t) for t ∈ [a, b] (i, l = 1, . . . , n)

and

`0i(x1, . . . , xn) = |µi|xi(si) for (xl)
n
l=1 ∈ BV([a, b], Rn

+) (i = 1, . . . , n).

Therefore the theorem follows from Theorem 2.5. �

Proof of Theorem 2.8. Note that the problem (1.23), (1.24) is a par-
ticular case of the problem (6.5), (6.6) if we assume in it C11(t) ≡ C(t),
C12(t) = C21(t) = C22(t) ≡ On×n and `01i(x1, . . . x2n) ≡ `0i(x1, . . . , xn)
(i = 1, . . . , n), `02i(x1, . . . , x2n) ≡ 0 (i = 1, . . . , n).
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By Lemma 6.5 there exist a matrix-function A = (ail)
n
i,l=1 ∈

BV([a, b], Rn×n) and linear continuous functionals `i (i = 1, . . . , 2n) defined
by (6.11) and (6.15), respectively, and numbers c0i (i = 1, . . . , 2n) such that

the 2n-system (6.7) is unsolvable under the 2n-condition (1.4), where Ã(t) is
defined by (6.8). Moreover, it is evident that the system (6.7) is equivalent
to the system (1.10). Therefore the problem (1.10), (1.4) is unsolvable for
the matrix-function A and linear functionals `i (i = 1, . . . , n).

Due to (2.40), (6.11) and (6.15), it is not difficult to verify that the
conditions (2.17)–(2.21) are fulfilled.

Let now the condition (2.41) hold. By (6.11), we get

djA(t) = diag (sgn(t− t1), . . . , sgn(t− tn)) djC(t) diag(η1(t), . . . , ηn(t))

for t ∈ [a, b] (j = 1, 2).

Therefore, in view of (2.41), the condition (1.21) holds. Thus the theorem
is proved. �

Consider Remark 2.4. The first case is evident. Indeed, by (6.11),

djail(t) = sgn(t− ti)ηl(t)djcil(t) for t ∈ [a, b] (j = 1, 2; i, l = 1, . . . , n)

and

|djail(t)| ≤ |djcil(t)| for t ∈ [a, b] (j = 1, 2; i, l = 1, . . . , n).

Taking this into account, by (2.42) we have
n∑

l=1

|djail(t)| < 1 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n).

Hence the condition (1.21) holds.
Let now the conditions (2.43) and (2.44) be valid. Then from (2.44) we

have
n∑

l=1, l6=i

| sgn(t− tl) · εidjcil(t)| ≤ |εi + (−1)j sgn(t− ti) · εidjcii(t)|

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n). (7.11)

Using (2.43), we obtain

|εi + (−1)j sgn(t− ti) · εidjcii(t)| ≤ 1 + (−1)j sgn(t− ti)εidjcii(t)

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n).

This and (7.11) yield

n∑

l=1, l6=i

| sgn(t− tl) · εidjcil(t)| < 1 + (−1)j sgn(t− ti)εidjcii(t)

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n).

Therefore by Hadamard’s theorem (see [12, p. 382]), the condition (1.21)
holds. Remark 2.4 is proved analogously for the second case of (2.44). �
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7.2. Proof of Results of Section 3. Below, for the theorems and corol-
laries of Section 3 we assume that the matrix-function A(t) and the vector-
function f(t) are defined by

A(a) = On×n, f(a) = 0,

A(t) =

t∫

a

P (τ) dτ +
∑

a≤τk<t

Gk,

f(t) =

t∫

a

q(τ) dτ +
∑

a≤τk<t

gk for a < t ≤ b.

(7.12)

Note that by virtue of (1.8) we have A ∈ BV([a, b], Rn×n) and f ∈
BV([a, b], Rn). In addition, A and f are continuous from the left, i.e.

d1A(t) = On×n and d1f(t) = 0. (7.13)

Moreover,

d2A(t) = On×n and d2f(t) = 0 if t /∈ {τ0, τ1, . . . },

d2A(τk) = Gk and d2f(τk) = gk (k = 1, 2, . . . ),
(7.14)

S0(A)(t) ≡

t∫

a

P (τ) dτ, S0(f)(t) ≡

t∫

a

q(τ) dτ, (7.15)

S1(A)(t) ≡ On×n, S1(f)(t) ≡ 0,

S2(A)(t) ≡
∑

a≤τk<t

Gk, S2(f)(t) ≡
∑

a≤τk<t

gk. (7.16)

Theorems 3.1–3.5 and Corollaries 3.1–3.3 follow from Theorems 1.1,
2.1–2.4 and Corollaries 2.1–2.4, respectively, taking into account (7.12)–
(7.16). �

Proof of Theorem 3.6. The theorem follows from Theorem 2.5 if we
assume in it that

cil(t) ≡

t∫

a

qil(τ) dτ +
∑

a≤τk<t

hkil (i, l = 1, . . . , n) (7.17)

and take into account that owing to the equalities (7.13)–(7.16) the condi-
tion (2.16) has the form (3.7), the inequalities (2.17) and (2.19) are equiv-
alent to the inequalities (3.8) and (3.10), respectively, and the inequalities
(2.18) and (2.20) coincide with the inequalities (3.9) and (3.11), respec-
tively. �

Proof of Theorem 3.7. In Theorem 2.6 we assume

αi(t) = t− a +
∑

ak≤τl<t

αli (i = 1, . . . , n)
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and

`1ik = γ1ik, `2ik = 0, `3ik = γ2ik (i, k = 1, . . . , n).

Then by virtue of (7.13)–(7.15) the conditions (2.22)–(2.25) are transformed
into the conditions (3.12)–(3.15), respectively, and for the 3n × 3n-matrix
H = (Hj+1,m+1)

2
j,m=0 we have H2j = On×n (j = 1, 2, 3), Hj2 = On×n

(j = 1, 2, 3), H11 = H011, H13 = H012, H31 = H021, H33 = H022 and
r(H) = r(H0), since in this case

ξi0 = (b− a)
1
ν , ξi1 = 0, ξi2 =

( m0∑

k=0

αki

) 1
ν

(i = 1, . . . , n),

λk0i0 =

[
2

π
(b− a)

] 2
ν

(i, k = 1, . . . , n),

λk1ij = 0 (j = 0, 1, 2; i, k = 1, . . . , n),

λkji1 = 0 (j = 0, 2; i, k = 1, . . . , n),

λk2i2 =

(
1

4
µiµk sin−2 π

4nk + 2

) 1
ν

(i, k = 1, . . . , n).

Thus Theorem 3.7 follows from Theorem 2.6. �

Corollary 3.4 is a particular case of Theorem 3.6, when γmik = 0 (m =
1, 2; i, k = 1, . . . , n).

Corollary 3.5 is a particular case of Corollary 3.4 if we assume hil(t) ≡
hil = const (i, l = 1, . . . , n) and µ = +∞.

Theorem 3.8 follows from Theorem 2.7 if we assume

αi(t) ≡

t∫

a

βi(τ) dτ +
∑

a≤τk<t

βki (i = 1, . . . , n),

αil(t) ≡

t∫

a

βil(τ) dτ +
∑

a≤τk<t

βkil (i, l = 1, . . . , n)

and apply the equalities (7.13) and (7.14).
Corollary 3.6 is a particular case of Theorem 3.7, when

βi(t) ≡ 1, βil(t) ≡ 0 (i, l = 1, . . . , n),

βki = 0 (i = 1, . . . , n; k = 1, . . . , m0).

Corollary 3.7 is a particular case of Corollary 3.6, when gkii = 0 (i =
1, . . . , n; k = 1, . . . , m0).

Theorem 3.9 follows from Theorem 2.8 if we define the functions cil (i, l =
1, . . . , n) by (7.17) and take into account (7.13) and (7.14).

7.3. Proof of the Results of Section 4.
Proof of Theorem 4.1. The problem (1.9), (1.10) is equivalent to the 2n-

problem (1.1), (1.2), where A(t) and f(t) are defined by (4.7), n0 = n01+n02,
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tj (j = 1, . . . , n0) are defined by (4.8), and Lj are defined by (4.9). The
above-said shows that

d1A(t) = O2n×2n and d1f(t) = 0

for t ∈ [0, m0] \

{
1

2
,
3

2
, . . . , m0 −

1

2

}
, (7.18)

d1A

(
k −

1

2

)
= G(k) and d1f

(
k −

1

2

)
= g(k) for k ∈ Nm0 , (7.19)

d2A(t) ≡ O2n×2n, d2f(t) ≡ 0, (7.20)

S0(A)(t) ≡ O2n×2n, S0(f)(t) ≡ 0, (7.21)

S1(A)(t) ≡

[t+ 1
2 ]∑

i=1

G(i), S1(f)(t) ≡

[t+ 1
2 ]∑

i=1

f(i),

S2(A)(t) ≡ O2n×2n, S2(f)(t) ≡ 0,

(7.22)

where G(k) = (Glm(k))2l,m=1 and g(k) = (gl(k))2l=1 are defined, respectively,

by (4.4) and (4.5).
Using Theorem 1.1, we can see that the first part of Theorem 4.1 is valid.
Let us show the representation (4.28). By (1.32), (1.33), (2.14) and

(7.18)–(7.22), we have

m0∫

0

dsG(t, s) · f(s) =

= G(t, m0) · f(m0)−

m0∫

0

G(t, s) df(s) +
∑

0<s≤m0

d1G(t, s) · d1f(s) =

= −
∑

0<s≤m0

G(t, s) · d1f(s) +
∑

0<s≤m0

d1G(t, s) · d1f(s) =

= −
∑

0<s≤m0

G(t, s−) d1f(s) = −

m0∑

i=1

G(t, i−) · g(i) for t ∈ [0, m0].

Therefore, by (1.27),

x(t) = x0(t)−

m0∑

i=1

G(t, i−) · g(i) for t ∈ [0, m0], (7.23)

where x0 is a solution of the problem (1.10), (1.2) corresponding to the
problem (1.90), (1.10).

If we take into account the fact that the functions x, x0, G(·, i) and G(k, ·)
are jump functions continuous from the right, then from (7.23) we get

x(k) = x0(k)−

m0∑

i=1

G(k, i−) · g(i) for k = 1, . . . , m0,



On the General and Multipoint Boundary Value Problems 73

whence by virtue of (4.2), (4.5) and (4.6) we obtain

(In + G1(k))y(k) = (In + G1(k))y0(k)−

m0∑

i=1

G11(k, i− 1) · g(i)

for k = 1, . . . , m0.

Consequently, the equalities (4.28) hold. The theorem is proved. �

Remark 4.1 follows from Remark 1.2.

Proof of Corollary 4.1. By (4.10), (7.18)–(7.22) and Corollary 2.2, the
problem (1.9), (1.10) is uniquely solvable iff

det

( n0∑

j=1

Dj

)
6= 0, (7.24)

where n0 = n01 + n02,

Dj = Lj

1∏

i=kj

(I2n −G(i))−1 (j = 1, . . . , n01),

Dj = Lj

1∏

i=kj+1

(I2n −G(i))−1 (j = n01 + 1, . . . , n0),

(7.25)

G(i) = (Glm(i))2l,m=1 is defined by (4.4), and Lj (j = 1, . . . , n0) are defined

by (4.9).
It is not difficult to verify that

(I2n −G(i))−1 ≡

(
On×n In + G1(i)
−G−1

3 (i) G−1
3 (i)(In −G2(i))

)
. (7.26)

From this, in view of (7.25), we have

Dj = LjY (kj) (j = 1, . . . , n01),

Dj = LjY (kj + 1) (j = n01 + 1, . . . , n0),
(7.27)

where Y (k) ≡ (Ylm(k))2l,m=1 is defined by (4.19).

According to (4.9), we conclude that

Dj =

(
L1j(In + G1(kj))

−1Y11(kj) L1j(In + G1(kj))
−1Y12(kj)

On×n On×n

)

(j = 1, . . . , n01)

and

Dj =

(
On×n On×n

L2jY21(kj + 1) L2jY22(kj + 1)

)
(j = n01 + 1, . . . , n0).

Therefore, by (7.24), the condition (4.29) holds. �

Theorems 4.2 and 4.3 and Corollaries 4.2 and 4.3 follow from the cor-
responding results of Section 2 if we apply them to the 2n-problem (1.1),
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(1.2) corresponding to the problem (1.9), (1.10), and take into account the
equalities (4.6)–(4.9) and (4.20)–(4.24).

Proof of Theorem 4.4. To prove the theorem, we use Theorem 2.5. Con-
sider the 2n-problem (1.1), (1.4), where the matrix- and the vector-functions
A(t) and f(t) are defined by (4.4), (4.5) and (4.7), ti (i = 1, . . . , 2n) and
c0i(i = 1, . . . , 2n) are defined by (4.13), and `i (i = 1, . . . , 2n) are defined
by (4.14) and (4.15).

Consider the matrix-function C = (cil)
2n
i,l=1 and the operator `0 = (`0i)

n
i=1

appearing in the condition (2.16).
Let

C(t) = (Cjm(t))2
j,m=1 for t ∈ [0, m0],

where the matrix-functions Cjm(t) (j, m = 1, 2) are defined by (4.27).
For x = (xl)

2
l=1 ∈ BV([0, m0], R

2n
+ ), xl = (xli)

n
i=1 (l = 1, 2), we define the

nonnegative operators

`0i(x11, . . . , x1n, x21, . . . , x2n) =

=
(
[(In + G1(ki))

−1]ii
)−1

`01i(y1, . . . , yn)+

+
(
(1 + g1ii(ki))[(In + G1(ki))

−1]ii
)−1

×

×

n∑

l,j=1; l6=i, j 6=i

g1il(ki) [(In + G1(ki))
−1]ljx1l(ki) (i = 1, . . . , n) (7.28)

and

`0 n+i(x11, . . . , x1n, x21, . . . , x2n) = `02i(y1, . . . , yn) (i = 1, . . . , n), (7.29)

where

(yl(k))
n
l=1 = (In + G1(k))−1x1(k) for k ∈ {0, . . . , m0}. (7.30)

Let us now verify the conditions of Theorem 2.5.
The conditions (2.17) and (2.19) are evident owing to S0(A)(t) =

S0(C)(t) ≡ On×n. The conditions (2.18) and (2.20) are of the form (4.35)–
(4.37). As to the estimate (2.21), it follows from (4.38) due to the condition
(4.33).

We now show that the conclusion (2.16) is true.
Let x = (xl)

2
l=1 ∈ BV([0, m0], R

2n
+ ), xl = (xli)

n
i=1 (l = 1, 2) be a non-

negative solution of the problem (1.23), (1.24). Then by the definition of
the matrix-function C = (Cjm)2j,m=1 and due to (4.33), the vector-function
y(k) = (yl(k))n

l=1 defined by (4.10) will be a nonnegative solution of the
system of difference inequalities (4.25).

Moreover, by (4.16) and (7.28), we have

`0i(x11, . . . , x1n, x21, . . . , x2n)− x1i(ki) =

=
(
[(In + G1(ki))

−1]ii
)−1

(`01i(y1, . . . , yn)−yi(ki)) (i = 1, . . . , n). (7.31)
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With regard for (1.24), (4.15), (4.38), (7.30) and (7.31), the vector-
function y(k) = (yl(k))2l=1 satisfies the inequalities (4.26). Therefore, due
to the condition (4.34), we have

y(k) = 0 for k ∈ {0, . . . , m0}.

As a result, from the above reasoning and (4.1) we obtain

x1(k) = 0 and x2(k) = 0 (k = 0, . . . , m0).

Thus the conditions of Theorem 2.5 are fulfilled. On the basis of this theo-
rem, the generalized boundary value problem corresponding to the problem
(1.9), (1.12) has one and only one solution. Consequently, the problem
(1.9), (1.12) has one and only one solution, as well. Thus the theorem is
proved. �

Proof of Theorem 4.5. Consider the 2n-problem (1.1), (1.4) correspond-
ing to the problem (1.9), (1.12), where the matrix– and the vector-functions
A(t) and f(t) are defined by (4.4), (4.5) and (4.7), ti (i = 1, . . . , 2n) and c0i

(i = 1, . . . , 2n) are defined by (4.13), and `i (i = 1, . . . , 2n) are defined by
(4.14) and (4.15).

Let

αl(t) = [t] for 0 ≤ t ≤ m0 (l = 1, . . . , n).

We verify the conditions of Theorem 2.6.
The conditions (2.22) and (2.24) are trivial. By the definition of the

matrix-function A(t), every condition from (2.23) and (2.25) contains 2n
inequalities which are equivalent to the conditions (4.39)–(4.41) if we assume

hil(t) ≡ h1il([t]) (i, l = 1, . . . , n),

hil(t) ≡ h2il([t]) (i = 1, . . . , n; l = n + 1, . . . , 2n),

hil(t) ≡ [(In + G1([t]))
−1]il (i = n + 1, . . . , 2n; l = 1, . . . , n),

hil(t) ≡ δil (i, l = n + 1, . . . , 2n).

Consider now the condition (2.26). Let x = (xl)
2
l=1, xl = (xli)

n
i=1 ∈

BV([0, m0], R
n) (l=1, 2), and let `i(x11, . . . , x1n, x21, . . . , x2n) (i = 1, . . . , n)

and `n+i(x11, . . . , x1n, x21, . . . , x2n) be defined by (4.14) and (4.15), respec-
tively, where y(k) = (yi(k))n

i=1 is defined by (4.10). Then taking into ac-
count (4.33), from (4.17) and (4.42) we obtain

|`i(x11, . . . , x1n, x21, . . . , x2n)| ≤
(
[(In + G1(ki))

−1]ii
)−1

×

×

(∣∣∣∣`1i(y1, . . . , yn)+[(In +G1(ki))
−1]ii

n∑

l=1

[In +G1(ki)]ilyl(ki)−yi(ki)

∣∣∣∣
)
≤

≤
(
[(In + G1(ki))

−1]ii
)−1

n∑

l=1

γ1il‖x1l‖ν,αl

for x1 = (x1l)
n

l=1 , x2 = (x2l)
n

l=1 ∈ BV([0, m0], R
n) (i = 1, . . . , n),



76 M. Ashordia

and from (4.15) and (4.43) we have

|`n+i(x11, . . . , x1n, x21, . . . , x2n)| ≤

n∑

l=1

γ2il‖x2il‖ν,αl

for x1 = (x1l)
n

l=1 , x2 = (x2l)
n

l=1 ∈ BV([0, m0], R
n) (i = 1, . . . , n).

Therefore

|`i(x11, . . . , x1n, x21, . . . , x2n)| ≤

n∑

k=1

`ik‖x1k‖ν,αk
+

2n∑

k=n+1

`2k‖x2k‖ν,αk

for x1 = (x1l)
n

l=1 , x2 = (x2l)
n

l=1 ∈ BV([0, m0], R
n) (i = 1, . . . , 2n),

where

`ik =
(
[(In + G1(ki))

−1]ii
)−1

γ1ik (i, k = 1, . . . , n),

`ik = 0 (i = 1, . . . , n; k = n + 1, . . . , 2n),

`ik = 0 (i = n + 1, . . . , 2n; k = 1, . . . , n),

`ik = γ2ik (i, k = n + 1, . . . , 2n).

Thus the condition (2.26) holds for `1ik = `ik (i, k = 1, . . . , 2n), because
S0(αl)(t) ≡ 0 and S2(αl)(t) ≡ 0.

Let H = (Hj+1 m+1)
2
j,m=0, Hj+1 m+1 ∈ R

2n×2n (j, m = 0, 1, 2) be the
6n × 6n-matrix appearing in Theorem 2.6. Then by the definition of the
functions αl(t) (l = 1, . . . , n), it is not difficult to verify that

H1m = O2n×2n, H3m = O2n×2n (m = 1, 2, 3),

H21 = O2n×2n, H23 = O2n×2n

and

H22 = H∗.

Therefore the condition (2.27) is equivalent to the condition (4.44). Conse-
quently, using Theorem 2.6, we have proved Theorem 4.5. �

Corollary 4.4 is a particular case of Theorem 4.5, when G1(k) =
diag(g11(k), . . . , g1n(k)) is a diagonal matrix.

Proof of Corollary 4.5. In Theorem 4.5 we take γ1il = γ2il = 0 (i, l =
1, . . . , n). Then by virtue of (4.42) and (4.43), we have

`1i(y1, . . . , yn) = yi(ki)− [(In + G1(ki))
−1]ii[In + G1(ki)]ii yi(ki)

for (yl)
n
l=1 ∈ E(Ñm0 , R

n) (i = 1, . . . , n)

and

`2i(y1, . . . , yn) = 0 for (yl)
n
l=1 ∈ E(Ñm0 , R

n) (i = 1, . . . , n).
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On the other hand, the condition (4.44) is equivalent to the condition
(4.47), because in this case

H∗ =

(
1

2
sin−1 π

4m0 + 2

) 2
ν

H0.

Therefore the system (1.90) has a unique solution y = (yl)
n
l=1 satisfying

[(In + G1(ki))
−1]ii[In + G1(ki)]ii yi(ki) = 0 (i = 1, . . . , n),

yi(ki + 1) = 0 (i = 1, . . . , n).

But owing to (4.33) and (4.45), the above equalities are equivalent to the
condition (1.110). Thus the corollary is proved. �

Corollary 4.6 is a particular case of Corollary 4.5.

Proof of Theorem 4.6. Consider the 2n-problem (1.1), (1.4) correspond-
ing to the problem (1.9), (1.12), where A(t) and f(t) are defined by (4.4),
(4.5) and (4.7), ti (i = 1, . . . , 2n) and c0i (i = 1, . . . , 2n) are defined by
(4.13).

To prove this theorem we use Theorem 2.7. We construct the functions
and numbers appearing in Theorem 2.7, which are based on the functions
given in the conditions of Theorem 4.6.

Let

hil = h1+j il (j = 0, 1; i = 1, . . . , n; l = nj + 1, . . . , nj + n),

hil = 0 (i = n + 1, . . . , 2n; l = 1, . . . , n), hil = −δil (i, l = n + 1, . . . , 2n),

αi(t) =

[t]∑

k=0

βi(k) for t ∈ [0, m0] (i = 1, . . . , n),

αi(t) = 0 for t ∈ [0, m0] (i = n + 1, . . . , 2n),

αil(t) =

[t]∑

k=0

β1+µ 1+ν il(k) for t ∈ [0, m0] (µ, ν = 0, 1;

µ + ν ≤ 1; i = nµ + 1, . . . , nµ + n; l = nν + 1, . . . , nν + n),

αil(t) = δil

[t]∑

k=0

χ[ki+1,m0](k) for t ∈ [0, m0] (i, l = n + 1, . . . , n),

hi = 1 (i = n + 1, . . . , 2n).

It is not difficult to verify that the conditions of Theorem 2.7 coincide
with those of Theorem 4.6. In addition, just as in the proof of Theorem
4.5, we can easily verify that the estimates (4.50) and (4.51) guarantee the
estimate (2.36).

Therefore, by Theorem 2.7, the generalized 2n-problem (1.1), (1.4), cor-
responding to the problem (1.9), (1.12), is uniquely solvable and hence
the problem (1.9), (1.12) is uniquely solvable, too. Thus the theorem is
proved. �
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Proof of Theorem 4.7. Let y = (yi)
n
i=1 be a nontrivial nonnegative so-

lution of the problem (4.25), (4.26). Then due (4.33), the vector-function
x(t) = (xi(t))

n
i=1 defined by (4.2) and (4.6) is a nontrivial, nonnegative

solution of the problem (6.5), (6.6) on [0, m0], where the matrix-function
C(t) = (Cjm(t))n

j,m=1 is defined by

C11(t) =

[t+ 1
2 ]∑

k=0

C1(k), C12(t) =

[t+ 1
2 ]∑

k=0

C2(k),

C21(t) = −

[t+ 1
2 ]∑

k=0

(In + G1(k))−1, C22(t) =

([
t +

1

2

]
+ 1

)
In,

(7.32)

the functionals `0i, `0 n+i (i = 1, . . . , n) and the points ti, tn+i (i = 1, . . . , n)
are defined by (7.28), (7.29) and (4.13), respectively.

According to Lemma 6.5, there exist a matrix-function A = (ail)
n
i,l=1 ∈

BV([0, m0], R
n×n), linear continuous functionals `i : BV([0, m0], R

2n) → R

(i = 1, . . . , n) defined by (6.11) and (6.15), respectively, and numbers c0i ∈
R (i = 1, . . . , 2n) such that the 2n-system (6.7) is unsolvable under the

2n-condition (1.4), where Ã(t) is defined by (6.8).
By (6.8), (6.11) and (7.32) we have

d2Ã(t) = O2n×2n for t ∈ [0, m0],

d1A(k) = C(k), d1C12(k) = C2(k) for k ∈ Ñm0 ,

d1C21(k) = −(In + G1(k))−1, d1C22(k) = In for k ∈ Ñm0 ,

where

C(k) =
(
sgn(k − ki)ηl(k)c1il(k)

)n
i,l=1

.

Basing on the above-said, by virtue of (4.4) and (4.7), we define

G2(k) = C(k)(In + G1(k))−G1(k) for k ∈ Ñm0

and
G3(k) = C2(k) for k ∈ Ñm0 .

Let, moreover, the functionals `1i(y1, . . . , yn) (i = 1, . . . , n) and
`2i(y1, . . . , yn) (i = 1, . . . , n) be defined by means of (4.14) and (4.15), re-
spectively, where

x1i(k) =

n∑

l=1

(δil + g1il(k))yl(k) for k ∈ Ñm0 (i = 1, . . . , n)

and

x2i(k) = yi(k + 1) for k ∈ Ñm0 (i = 1, . . . , n),

and

c01i = (1 + g1ii(ki))
−1c0i, c02i = c0 n+i (i = 1, . . . , n).
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Then, by (4.53) and (4.54), it is not difficult to verify that the condi-
tions (4.1), (4.35)–(4.38) are fulfilled, but the problem (1.90), (1.12) is not
solvable. Thus the theorem is proved. �

The results of Section 5 follow immediately from the corresponding re-
sults of Section 2, because the system (1.13) is a particular case of the
system (1.1), where the matrix- and the vector-functions A(t) and f(t) are
defined by (5.6). We only note that in Theorem 5.7 the matrix-function
G2(k) is defined as in Theorem 4.7.
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19. I. Kiguradze and B. P↓uža, Certain boundary value problems for a system of or-
dinary differential equations. (Russian) Differencial’nye Uravnenija 12 (1976), No.
12, 2139–2148.

20. T. Kiguradze, Some boundary value problems for systems of linear partial differen-
tial equations of hyperbolic type. Mem. Differential Equations Math. Phys. 1 (1994),
144 pp.
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