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A functional di�erential equation

u

(n)

(t) + F (u)(t) = 0; (1)

is considered with continuous F : C(R

+

;R)! L

loc

(R

+

;R).

Oscillatory properties of proper solutions of (1) are studied. In particular

su�cient conditions are given for equation (1) to have the property or

(

e

or

e

) which are optimal in a certain sense. Su�cient conditions for every

solution of (1) to be oscillatory are obtained as well as existence conditions

for an oscillatory solution.

Chapter 6 is dedicated to boundary value problem (16.1)-(16.2). Suf-

�cient conditions are established for the existence of a unique solution, a

unique oscillatory solution and a unique bounded oscillatory solution of this

problem.
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reziume. ganxilulia Punqcionalur-diPerencialuri gantoleba

u

(n)

(t) + F (u)(t) = 0; (1)

sadac F : C(R

+

;R)! L

loc

(R

+

;R) uCKveti asaxvaa.

SromaSi SesCavlilia (1) gantolebis Cesieri amonaxsnebis oscilaciuri

Tvisebebi. kerZod, moKvanilia garkveuli azriT optimaluri sakmarisi

pirobebi imisa, rom (1) gantolebas gaahndes an (

e

an

e

) Tviseba.

garda amisa dadgenilia (1) gantolebis Koveli Cesieri amonaxsnis rxe-

vadobisa da rxevadi amonaxsnis arsebobis sakmarisi pirobebi.

naSromis VI Tavi eZGvneba (16.1)-(16.2) sasazGvro amocanis SesCavlas.

dadgenilia am amocanis erTaderTi amonaxsnis, erTaderTi rxevadi amon-

axsnis, erTaderTi rxevadi SemosazGvruli amonaxsnis arsebobis sakmarisi

pirobebi.
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PREFACE

Let

�; � 2 C(R

+

;R

+

),

1

lim

t!+1

�(t) = +1 and �(t) � �(t) for t 2 R

+

.

Denote by V (�) (V (�; �)) the set of continuous mappings F : C(R

+

;R) !

L

loc

(R

+

;R) satisfying the condition: F (x)(t) = F (y)(t) holds for any t 2 R

+

and x; y 2 C(R

+

;R) provided that x(s) = y(s) for s � �(t) (�(t) � s �

�(t)). Obviously V (�; �) � V (�).

This work is dedicated to the study of oscillatory properties of solutions

of a functional di�erential equation of the form

u

(n)

(t) + F (u)(t) = 0; (0.1)

where n � 1 and F 2 V (�) (F 2 V (�; �)).

For any t

0

2 R

+

we denote by H

t

0

;�

the set of all functions u 2 C(R

+

;R)

satisfying u(t) 6= 0 for t � t

�

, where t

�

= minft

0

; �

�

(t

0

)g, �

�

(t) = inf(�(s) :

s � tg.

Throughout the work whenever the notation V (�), V (�; �) and H

t

0

;�

occurs, it will be understood unless speci�ed otherwise that the functions �

and � satisfy the conditions stated above.

It will always be assumed that either the condition

F (u)(t) u(t) � 0 for t � t

0

; u 2 H

t

0

;�

(0.2)

or the condition

F (u)(t) u(t) � 0 for t � t

0

; u 2 H

t

0

;�

(0.3)

is ful�lled.

Let t

0

2 R

+

. A function u : [t

0

;+1[! R is said to be a proper solu-

tion of equation (0.1) if it is locally absolutely continuous together with its

derivatives up to order n� 1 inclusive,

supfju(s)j : s 2 [t;+1[g > 0 for t � t

0

and there exists a function u 2 C(R

+

;R) such that u(t) � u(t) on [t

0

;+1[

and the equality u

(n)

(t) + F (u(t)) = 0 holds for t 2 [t

0

;+1[. A proper

solution u : [t

0

;+1[! R of equation (0.1) is said to be oscillatory if it has

a sequence of zeros tending to +1. Otherwise the solution u is said to be

nonoscillatory.

We say that equation (0.1) has property if any of

its proper solutions is oscillatory when n is even and either is oscillatory or

satis�es

ju

(i)

(t)j # 0 as t " +1 (i = 0; : : : ; n� 1) (0.4)

when n is odd.

1

For the notation see Subsection 0.2.
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We say that equation (0.1) has property if any of

its proper solutions either is oscillatory or satis�es either (0.4) or

ju

i

(t)j " +1 for t " +1 (i = 0; : : : ; n� 1) (0.5)

when n is even, and either is oscillatory or satis�es (0.5) when n is odd.

We say that equation (0.1) has property

e

if any of

its proper solutions is oscillatory when n is odd, and either is oscillatory or

satis�es (0.5) when n is even.

We say that equation (0.1) has property

e

if any of

its proper solutions is oscillatory when n is odd, and either is oscillatory or

satis�es (0.4) when n is even.

At the close of the last centure A. Kneser [38] posed the problem of

�nding conditions for an equation

u

(n)

(t) + p(t)u(t) = 0 (0.6)

to have properties similar to either u

(n)

+ u = 0 or u

(n)

� u = 0. Using

the well-known comparison theorem of Strum, he proved that if n = 2 and

lim

t!+1

t

2

p(t) > 1=4, then (0.6) has property , i.e. any of its solutions is

oscillatory. This result for second order linear di�erential equations was

further improved and generalized by quite a number of authors (see the

survey of M. R�ab [94]).

Su�cient conditions for an ordinary di�erential equation to have prop-

erty or can be found in A. Kneser [38], W.B. Fite [22], I. Mikusinski

[84], F.W. Atkinson [4], V.A. Kondratyev [39, 40], G.V. Ananyeva and V.I.

Balaganskii [2],

�

S. Belohorec [6], I.T. Kiguradze [31 { 37], L. Li�cko and

M.

�

Svec [81], D.V. Izyumova [28], T.A. Chanturia [8 { 15], M. Bartu�sek [5]

and in other papers. The monographs by O. Bor

�

uvka [7] and F. Neuman

[90] should also be mentioned as they deal with the problem of global (in

particular, oscillatory) behaviour of solutions of second [7] and n-th order

[90] linear di�erential equations.

Analogous results for di�erential equations with deviating arguments and

functional-di�erential equations are obtained in [20, 23-26, 29, 41-50, 53, 61-

64, 69, 71, 73, 79, 83, 85, 91, 92, 96-101, 103].

If p 2 L

loc

(R

+

;R

+

) (n � 3 and p 2 L

loc

(R

+

;R

�

)) and (0.6) has property

( ), then it has solutions of all the types mentioned in De�nitions 0.1 and

0.2 [32, 40]. However for a di�erential equation with a delayed argument

u

(n)

(t) + p(t)u(t��) = 0

(� = const > 0; (�1)

n+1

p(t) � 0 for t 2 R

+

) properties and do

not guarantee the existence of proper solutions satisfying (0.4), while for a

di�erential equation with an advanced argument

u

(n)

(t) + p(t)u(t+�) = 0
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(� = const > 0; p(t) � 0 for t 2 R

+

) property does not guarantee the

existence of proper solutions satisfying (0.5). As for a functional di�erential

equation of the form

u

(n)

(t) + p(t)

Z

t+�

t��

u(s)ds = 0

(� = const > 0; p(t) � 0 for t 2 R

+

) property does nor guarantee the

existence of proper solutions of forms (0.4) and (0.5).

The above examples show that the set of nonoscillatory solutions of func-

tional di�erential equations has a structure di�ering from that of the set of

solutions of ordinary di�erential equations.

Oscillation criteria speci�c of di�erential equations with delay were for

the �rst time suggested by A. Myshkis [86]. Subsequently analogous prob-

lems were studied in [3, 19, 27, 42, 43, 54, 55, 70, 78, 87, 106] for �rst and

second order linear and nonlinear di�erential equations.

Su�cient conditions for higher order di�erential equations with deviating

arguments to have property

e

or

e

can be found in [16, 17, 48, 50, 65-68,

79, 80, 89, 97, 104, 105, 107]. Su�cient (necessary and su�cient) conditions

for every proper solution of a higher order functional di�erential equation

to be oscillatory are given in [72].

Chapter 1 of this work is concerned with equations having property

or . Some basic de�nitions and auxiliary statements are formulated in x1.

Comparison theorems are proved in x2, thereby making it possible to derive

property or of the considered equations. Based on these theorems,

su�cient (necessary and su�cient) conditions are established in x3 (in x4)

for an essentially nonlinear functional di�erential equation to have property

or .

Chapter 2 deals with analogous problems for equation (0.1) with the

operator F admitting a linear minorant. In x5 we prove some auxiliary

lemmas for linear di�erential inequalities with deviating arguments, which in

xx6 and 7 are used to derive su�cient conditions for a functional di�erential

equation with a linear minorant to have property or .

2

Not only the results obtained in xx6 and 7 are the new ones for equation

(0.1). They also improve some of the previous well-known results for equa-

tion (0.6). Chapter 2 concludes with some su�cient conditions for equation

(0.1) not to have property ( ), thereby illustrating to what extent the

results of xx6 and 7 are precise.

Chapters 3 and 4 are concerned with solutions satisfying conditions (0.4)

and (0.5). In x8 auxiliary lemmas are formulated which enable one to es-

tablish the asymptotic behaviour near +1 of solutions satisfying (0.4) of

2

Alongside with the problem of equation (0.1) having property or , there arises a

need to study whether all solutions of (0.1) are or are not oscillatory. Interesing results

in this direction were obtained by N.V. Azbelev [1].
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di�erential equations and inequalities with a delayed argument. These lem-

mas are used in xx9 and 11 to �nd the su�cient or necessary and su�cient

conditions for equation (0.1) not to have a solution satisfying (0.4) or (0.5).

In xx12 and 13 of Chapter 5 the previously obtained results are used to

�nd the su�cient or necessary and su�cient conditions for equation (0.1)

to have property

e

or

e

, while in x14 the su�cient or necessary and suf-

�cient conditions are established for any solution of (0.1) to be oscillatory.

The results presented in this chapter are speci�c of functional di�erential

equations and have no analogues for ordinary di�erential equations.

Chapter 6 is dedicated to second order di�erential equations with a de-

layed argument. The question of the existence and uniqueness of a solution

of the linear problem (16.1), (16.2) is studied in x16, while in x17 we discuss

the boundedness of all oscillatory solutions of both linear and nonlinear

equations. In x18 su�cient conditions are given for the unique solution of

problem (16.1), (16.2) to be oscillatory or bounded oscillatory.

The results of this work make it possible to extend a number of the ear-

lier results concerning the oscillatory behaviour of di�erential equations with

deviating arguments to the case of general functional di�erential equations.

Some of them improve well-known results not only for di�erential equations

with deviating arguments but for ordinary di�erential equations as well.

Besides, the work presents essentially new results speci�c of functional dif-

ferential equations.

The following notation will be used throughout the

work:

N is the set of natural numbers;

R =]�1;+1[; R

+

= [0;+1[; R

�

=]�1; 0]; R

k

= R� � � � �

| {z }

k times

R:

If I � R is an interval and E � R is a set, then:

C(I ;E) denotes the space of all continuous functions with the topology

of uniform convergence on any �nite subsegment of I . L

loc

(I ;E) denotes

the space of all locally integrable functions u : I ! E with the topology of

convergence in mean on any �nite subsegment of I .

e

C

k

loc

(I ;E) denotes the space of all functions u : I ! E which are abso-

lutely continuous on any �nite subsegment of I together with their deriva-

tives up to order k inclusive.

K

loc

(I � R

k

;E) denotes the set of functions f : I � R

k

! E satisfying

the local Carath�eodory conditions, i.e. on any �nite subsegment of I the

function f(�; x) is measurable for every x 2 R

k

, f(t; �) is continuous for

almost every t 2 I and for any r > 0

supfjf(t; x)j : kxk � rg 2 L

loc

(R

+

;R

+

):
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CHAPTER I

x

1. Some Auxiliary Statements

Let u 2

e

C

n�1

loc

([t

0

;+1[;R) and

u(t) > 0; u

(n)

(t) � 0 (u

(n)

(t) � 0) for t � t

0

: (1.1)

Then there exist t

1

2 [t

0

;+1[ and l 2 f0; : : : ; ng such that l + n is odd

(even) and

u

(i)

(t) > 0 for t � t

0

(i = 0; : : : ; l � 1);

(�1)

i+l

u

(i)

(t) � 0 for t � t

0

(i = l; : : : ; n):

(1.2)

The proof of this lemma can be found in [34] (Lemmas 14.1 and 14.2).

Let u 2

e

C

n�1

loc

([t

0

;+1[;R) and

(�1)

i

u

(i)

(t) > 0 (i = 0; : : : ; n� 1); (�1)

n

u

(n)

(t) � 0 for t � t

0

:

Then

Z

+1

t

0

t

n�1

ju

(n)

(t)jdt < +1; (1.3)

ju

(i)

(t)j �

1

(n� i� 1)!

Z

+1

t

(s� t)

n�i�1

ju

(n)

(s)jds (1.4)

for t � t

0

(i = 0; : : : ; n� 1)

and

u(t) �

n�1

X

i=0

ju

(i)

(s)j(s� t)

i

i!

for s � t � t

0

: (1.5)

Proof. Using the signs of the derivatives of u, we can readily obtain (1.3)

and (1.5) from the identity

u

(i)

(t) =

k�1

X

j=i

u

(j)

(s)

(j � i)!

(t� s)

j�i

+

+

1

(k � i� 1)!

Z

t

s

(t� �)

k�i�1

u

(k)

(�)d� (1:6

ik

)

with i = 0, k = n, s � t. As to (1.4), it is an immediate consequence of

(1:6

in

). �
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Let u 2

e

C

n�1

loc

([t

0

;+1[) and (1:2) be ful�lled for some l 2

f1; : : : ; n� 1g. Then

Z

+1

t

0

t

n�l�1

ju

(n)

(t)jdt < +1; (1.7)

u

(i)

(t) � u

(i)

(t

0

) +

1

(l � i� 1)!(n� l � 1)!

Z

t

t

0

(t� �)

l�i�1

�

�

Z

+1

�

(s� �)

n�l�1

ju

(n)

(s)jds d� for t � t

0

(i = 0; : : : ; l � 1); (1.8)

ju

(i)

(t)j �

1

(n� i� 1)!

Z

+1

t

(s� t)

n�i�1

ju

(n)

(s)jds (1.9)

for t � t

0

(i = l; : : : ; n� 1):

If, in addition,

Z

+1

t

0

t

n�l

ju

(n)

(t)jdt = +1; (1.10)

then

u(t)

t

l

#;

u(t)

t

l�1

" +1 as t " +1; (1.11)

u(t) �

t

l

l!(n� l)!

Z

+1

t

s

n�l�1

ju

(n)

(s)jds for large t (1.12)

and for any nondecreasing � 2 C(R

+

;R

+

) satisfying

�(t) � t for t 2 R

+

; lim

t!+1

�(t) = +1 (1.13)

there exists t

�

2 [t

0

;+1[ such that

u(�(t)) �

�

l�1

(t)

l!(n� l)!

Z

t

t

�

�

n�l

(s)ju

(n)

(s)jds for t � t

�

: (1.14)

Proof. By virtue of (1.2) condition (1.7) readily follows from the identity

k�1

X

j=i

(�1)

j

t

j�i

u

(j)

(t)

(j � i)!

=

k�1

X

j=i

(�1)

j

t

j�i

0

u

(j)

(t

0

)

(j � i)!

+

+

(�1)

k�1

(k � i� 1)!

Z

t

t

0

s

k�i�1

u

(k)

(s)ds (1:15

ik

)

with i = l, k = n. The same identity also implies the inequality

n�1

X

j=l

t

j�l

ju

(j)

(t)j

(j � l)!

�

1

(n� l � 1)!

Z

+1

t

s

n�l�1

ju

(n)

(s)jds for t � t

0

: (1.16)
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On account of (1.2) and (1.7), from (1.6

in

) with s ! +1 we obtain (1.9).

Analogously (1.6

il

) with s = t

0

gives

u

(i)

(t) � u

(i)

(t

0

) +

1

(l � i� 1)!

Z

t

t

0

(t� �)

l�i�1

u

(l)

(�)d�

for t � t

0

(i = 0; : : : ; l � 1):

Hence by (1.9) we obtain (1.8).

Assume now that (1.10) is ful�lled. Using (1.2), from (1:15

l�1 n

) we have

lim

t!+1

(u

(l�1)

(t)� tu

(l)

(t)) = +1 (1.17)

and

u

(l�1)

(t) �

n�1

X

j=l

t

j�l+1

ju

(j)

(t)j

(j � l + 1)!

for large t: (1.18)

For any t � t

0

and i 2 f1; : : : ; lg put

�

i

(t) = iu

(l�i)

(t)� tu

(l�i+1)

(t) = �t

i+1

(t

�i

u

(l�i)

(t))

0

; (1.19)

r

i

(t) = tu

(l�i+1)

(t)� (i� 1)u

(l�i)

(t) = t

i

(t

1�i

u

(l�i)

(t))

0

: (1.20)

Applying (1.17) and L'Hospital's rule, we have

lim

t!+1

t

1�i

u

(l�i)

(t) = +1 (i = 1; : : : ; l); (1.21)

so that in view of (1.20) there exist t

l

� � � � � t

1

� t

0

such that r

i

(t

i

) > 0

(i = 1; : : : ; l). Since by (1.17) �

1

(t) ! 1 as t ! +1 �

0

i+1

(t) = �

i

(t),

r

0

i+1

(t) = r

i

(t) and r

1

(t) = tu

(l)

(t) > 0 for t � t

0

(i = 1; : : : ; l � 1), we �nd

that �

i

(t) ! +1 as t ! +1 and r

i

(t) > 0 for t � t

i

(i = 1; : : : ; l). These

facts along with (1.19){(1.21) prove (1.11). On the other hand, by (1.19)

we have

iu

(l�i)

(t) � tu

(l�i+1)

(t) for large t (i = 1; : : : ; l)

which implies

u(t) �

t

l�1

l!

u

(l�1)

(t) for large t: (1.22)

Inequalities (1.16), (1.18) and (1.22) imply (1.12).

It remains to prove (1.14). Let t

�

> t

1

be such that �(t) � t

1

for t � t

�

.

From (1:15

l�1 n�1

) we have

u

(l�1)

(�(t)) � u

(l�1)

(�(t

�

))�

n�2

X

j=l

�

j�l+1

(t

�

)ju

(j)

(�(t

�

))j

(j � l+ 1)!

+

+

1

(n� l � 1)!

Z

�(t)

�(t

�

)

s

n�l�1

ju

(n�1)

(s)jds: (1.23)
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On the other hand, changing the order of integration and taking into account

(1.13) and the fact that � is monotone, we obtain

1

(n� l � 1)!

Z

�(t)

�(t

�

)

s

n�l�1

ju

(n�1)

(s)jds �

1

(n� l � 1)!

Z

�(t)

�(t

�

)

s

n�l�1

�

�

Z

t

s

ju

(n)

(�)jd� ds �

1

(n� l � 1)!

Z

t

t

�

ju

(n)

(�)j �

�

Z

�(�)

�(t

�

)

s

n�l�1

ds d� �

1

(n� l)!

Z

t

t

�

�

n�l

(�)ju

(n)

(�)jd� �

�

1

(n� l)!

ju

(n�1)

(�(t

�

))j�

n�l

(t

�

) for t � t

�

;

so that, applying (1.20), we arrive at

u

(l�1)

(�(t)) � c

0

+

1

(n� l)!

Z

t

t

0

�

n�l

(s)ju

(n)

(s)jds for t � t

0

; (1.24)

where

c

0

= u

(l�1)

(�(t

�

))�

n�1

X

j=l

�

j�l+1

(t

�

)

(j � l+ 1)!

ju

(j)

(�(t

�

))j:

By (1.18) t

�

can be assumed to be large enough for the inequality c

0

� 0 to

hold. Therefore (1.22) and (1.24) immediately imply (1.14). �

C(R

+

;R) L

loc

(R

+

;R) Let

�; � : R

+

! R

+

satisfy the condions given at the begining of Subsection

0.1.

Denote by M(�) (M(�; �)) the set of all ' 2 V (�) (' 2

V (�; �)) satisfying the condition: for any t

0

2 R

+

, t 2 [t

0

;+1[ and x; y 2

H

t

0

;�

such that x(s)y(s) > 0, jx(s)j � jy(s)j for s � �(t) (�(t) � s � �(t))

one has '(x)(t) sign x(t) � '(y)(t) sign y(t) � 0.

Denote by M

1

(�) (M

1

(�; �)) the set of all ' 2M(�) (' 2

M(�; �)) satisfying the condition: for any t

0

2 R

+

and m 2 f1; 2g the

integral inequality

y(t) �

Z

+1

t

j'((�1)

m

y)(s)jds (1.25)

has no nonincreasing positive solution y : [t

0

;+1[!]0;+1[.

For any nondecreasing function � 2 C(R

+

;R

+

) satisfying

(1.13) denote by M

�

2

(�) (M

�

2

(�; �)) the set of all ' 2 M(�) (' 2 M(�; �))
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satisfying the condition: for any t

0

2 R

+

and m 2 f1; 2g the integral

inequality

y(�(t)) �

Z

t

t

0

j'((�1)

m

y)(s)jds (1.26)

has no nondecreasing positive solution y : [t

0

;+1[!]0;+1[.

Remark 1.1. As in the case of equation (0.1), a function y 2 C([t

0

;+1[;

R) is said to be a solution of (1.25) ((1.26)) if there exists y 2 C(R

+

;R)

which satis�es (1.25) ((1.26)) for any t 2 R

+

and whose restriction to

[t

0

;+1[ coincides with y.

Remark 1.2. As in the case of V (�) (V (�; �)), whenever in the sequel

the notations M(�), M

1

(�) and M

�

2

(�) (M(�; �), M

1

(�; �) and M

�

2

(�; �))

are used, � and � will be assumed, unless stated otherwise, to satisfy the

conditions given at the beginning of Subsection 0.1 and � will be assumed

to be nondecreasing and to satisfy (1.13).

Obviously, M(�; �) �M(�), M

1

(�; �) �M

1

(�) and M

�

2

(�; �) �M

�

2

(�).

On account of the de�nitions of the setsM

1

(�) andM

�

2

(�), one can easily

ascertain that the following lemma is valid.

If ' 2M

1

(�) (' 2M

�

2

(�)), then

Z

+1

j'(c)j(t)dt = +1:

3

for any c 6= 0.

If � 2 C(R

+

; ]0;+1[) is nondecreasing and ' 2M

1

(�), then

 2M

1

(�) where

 (y)(t) = �(t)'(y=�)(t) for y 2 C(R

+

;R); t 2 R

+

:

.

Proof. Assume the contrary:  62 M

1

(�). In that case there exist t

0

2 R

+

and m 2 f1:2g such that the inequality

y(t) �

Z

+1

t

�(s)j'((�1)

m

y=�)(s)jds

has a nonincreasing solution y : [t

0

;+1[!]0;+1[. Since � is nondecreas-

ing, we �nd that the nonincreasing function z = y=� satis�es

z(t) �

Z

+1

t

j'((�1)

m

z)(s)jds for t � t

0

:

Therefore ' 62M

1

(�) which is a contradiction. �

3

We usually do not distinguish between the notations of a constant and a function

identically equal to this constant.
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Let ' 2 M(�) and there exist t

0

2 R

+

such that for any

m 2 f1; 2g we have

j'((�1)

m

y)(t)j � p(t)!(y(t)) for y 2 C(R

+

; ]0;+1[); t � t

0

; (1.27)

where p 2 L

loc

([t

0

;+1[;R

+

), ! 2 C(R

+

;R

+

) is nondecreasing, !(s) > 0

for s > 0 and

Z

1

0

ds

!(s)

< +1;

Z

+1

p(t)dt = +1: (1.28)

Then ' 2M

1

(�).

Proof. Assume the contrary: ' 62 M

1

(�). Then there exist t

1

2 [t

0

;+1[

and m 2 f1; 2g such that (1.25) has a nonincreasing solution y : [t

1

;+1[!

]0;+1[. According to (1.27) we have

y(t) �

Z

+1

t

p(s)!(y(s))ds for t � t

1

:

Therefore, since ! is nondecreasing,

p(t)!(y(t)) � p(t)!

�

Z

+1

t

p(s)!(y(s))ds

�

for t � t

1

:

This inequality implies

Z

x(t

1

)

x(t)

ds

!(s)

�

Z

t

t

1

p(s)ds for t � t

1

with x(t) =

R

+1

t

p(s)!(y(s))ds, which contradicts (1.28). �

Let ' 2 M(�) there exists and t

0

2 R

+

such that for any

m 2 f1; 2g we have

j'((�1)

m

y)(t)j � p(t)y

�

(t) for y 2 C(R

+

; ]0;+1[); t � t

0

;

where � 2]0; 1[ and p 2 L

loc

(R

+

;R

+

) satis�es the second condition of (1:28).

Then ' 2M

1

(�).

Let ' 2 M

�

2

(�) and � 2 C(R

+

; ]0;+1[) be nonincreasing.

Then  2M

�

2

(�), where

 (y)(t) = �(�(t))'(y=�)(t) for y 2 C(R

+

;R); t 2 R

+

:

Proof. Assume the contrary:  62 M

�

2

(�). Then there exist t

0

2 R

+

and

m 2 f1; 2g such that the inequality

y(�(t)) �

Z

t

t

0

�(�(s))j'((�1)

m

y=�)(s)jds
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has a nondecreasing solution y : [t

0

;+1[!]0;+1[. Since � is nonincreas-

ing, we �nd that the nondecreasing function z = y=� satis�es

z(�(t)) �

Z

t

t

0

j'((�1)

m

z)(s)jds for t � t

0

:

Therefore ' 62M

�

2

(�) which is a contradiction. �

Let ' 2 M(�), a nondecreasing function � 2 C(R

+

;R

+

)

satisfy (1:13) and there exist t

0

2 R

+

such that

j'((�1)

m

y)(t)j�p(t)!(y(�(t))) for y2C(R

+

; ]0;+1[); t � t

0

; (1.29)

where p 2 L

loc

(R

+

;R

+

) satis�es the second condition of (1:28), ! 2

C(R

+

;R

+

) is nondecreasing, !(s) > 0 for s > 0 and

Z

+1

1

ds

!(s)

< +1: (1.30)

Then ' 2M

�

2

(�).

Proof. Assume the contrary: ' 62 M

�

2

(�). Then there exist t

1

2 [t

0

;+1[

and m 2 f1; 2g such that (1.26) has a nondecreasing solution y : [t

1

;+1[!

]0;+1[. By (1.29)

z(t) �

Z

t

t

1

p(s)!(z(s))ds for t � t

1

;

where z(t) = y(�(t)). Therefore, since ! is nondecreasing, we have

p(t)!(z(t)) � p(t)!

�

Z

t

t

1

p(s)!(z(s))ds

�

for t � t

1

: (1.31)

Choose t

2

2]t

1

;+1[ such that

R

t

2

t

1

p(s)!(z(s))ds > 0. Then (1.31) implies

Z

x(t)

x(t

2

)

ds

!(s)

�

Z

t

t

2

p(s)ds for t � t

0

;

where x(t) =

R

t

t

1

p(s)!(z(s))ds. But this contradicts the second condition

of (1.28) and (1.30). �

Let ' 2 M(�), a nondecreasing function � 2 C(R

+

;R

+

)

satisfy (1:13) and there exist t

0

2 R

+

such that for any m 2 f1; 2g we have

j'((�1)

m

y)(t)j�p(t)y

�

(�(t)) for y2C(R

+

; ]0;+1[); t � t

0

;

where � 2]1;+1[ and p 2 L

loc

(R

+

;R

+

) satis�es the second condition of

(1:28). Then ' 2M

�

2

(�).
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x

2. Comparison Theorems

In this section we shall prove the comparison theorems for functional dif-

ferential equations and inequalities. The essence of the comparison principle

consists in the following: ';� : C(R

+

;R) ! L

loc

(R

+

;R

+

) being somehow

related continuous operators, the fact that the equation

v

(n)

(t) + '(v)(t) = 0 (2.1)

(v

(n)

(t)� '(v)(t) = 0) (2.2)

has property (property ) implies that the inequality

�

u

(n)

(t) + �(u)(t)

�

signu(t) � 0 (2.3)

��

u

(n)

(t)��(u)(t)

�

signu(t) � 0

�

(2.4)

also possesses the same property.

We shall consider here relations of two types existing between ' and �:

1) ' is a minorant of � (2.1. Minorant Case); 2) ' is a superposition of the

form

'(u)(t) = �( 

t

(u))(t) for u 2 C(R

+

;R); t 2 R

+

; (2.5)

where f 

t

: C(R

+

;R) ! C(R

+

;R)g

t2R

+

is a family of operators of either

type (2.2. Superposition Case).

The results obtained will enable us in xx3{4 to derive the su�cient and

necessary conditions for equation (0.1) to possess property (property ).

We begin by considering a lemma which is a special case of the Schauder-

Tikhono� theorem (see, for example, [18, p. 227]).

Let t

0

2 R, U be a closed bounded convex subset of

C([t

0

;+1[;R), and let T : U ! U be a continuous mapping such that the

set T (U) is equicontinuous on every �nite subsegment of [t

0

;+1[. Then T

has a �xed point.

Let � 2 V (�), t

0

2 R

+

, and assume that for any u; v 2

H

t

0

;�

satisfying ju(t)j � jv(t)j, u(t)v(t) > 0 for t � t

0

the inequality

�(u)(t) signu(t) � '(v)(t) sign v(t) � 0 for t � t

0

(2.6)

holds, where ' 2 V (�). Let, moreover, equation (2:1) have property . Then

inequality (2:3) also has the property .

Proof. Let u : [t

0

;+1[! R be a proper nonoscillatory solution of (2.3). It

can be assumed without loss of generality that

u(t) > 0; u

(i)

(t) 6= 0 for t � t

0

(i = 1; : : : ; n� 1): (2.7)
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By (2.6) and Lemma 1.1 there exist t

1

2 [t

0

;+1[ and l 2 f0; : : : ; n � 1g

such that l + n is odd and

u

(i)

(t) > 0 (i = 0; : : : ; l � 1); (�1)

i+l

u

(i)

(t) > 0 (2:8

l

)

(i = l; : : : ; n� 1) for t � t

1

:

First we assume that l 2 f1; : : : ; n� 1g. In that case (2:8

l

) and Lemma

1.3 imply

u(t) � u(t

2

) +

1

(l � 1)!(n� l � 1)!

Z

t

t

2

(t� �)

l�1

�

�

Z

+1

�

(s� �)

n�l�1

�(u)(s)ds d� for t � t

2

; (2.9)

where t

2

2 [t

1

;+1[ is a su�ciently large number to be chosen such that

t

�

= min(t

2

; inff�(t) : t � t

2

g) � t

1

.

Let U be the set of all v 2 C([t

�

;+1[;R) satisfying u(t

1

) � v(t) � u(t)

for t � t

2

, v(t) = u(t) for t

�

� t � t

2

. De�ne T : u! C([t

�

;+1[;R) by

T (v)(t) =

8

>

<

>

:

u(t

2

) +

1

(l�1)!(n�l�1)!

R

t

t

2

(t� �)

l�1

R

+1

�

(s� �)

n�l�1

�

�'(v)(�)ds d� for t � t

2

u(t) for t

�

� t � t

2

:

(2.10)

By virtue of (2.6) and (2.8

l

){(2.10) we have T (U) � U .

Let v

k

2 U (k = 1; 2; : : : ) and lim

k!1

v

k

= v

0

uniformly on every �nite

subsegment of [t

�

;+1[. Take arbitrarily " > 0 and t

�

> t

2

, and choose

t

3

2]t

�

;+1[ and k

0

2 N such that

2(t

�

� t

2

)

l

Z

+1

t

3

s

n�l�1

�(u)(s)ds < ";

(t

3

� t

2

)

n�1

Z

t

3

t

2

j'(v

k

)(s)� '(v

0

)(s)jds < " for k = k

0

; k

0

+ 1; : : : :

Then since

jT (v

k

)(t)� T (v

0

)(t)j �

Z

t

�

t

2

(t

�

� �)

l�1

Z

t

3

�

(s� �)

n�l�1

�

�j'(v

k

)(s)� '(v

0

)(s)jds d� + 2

Z

t

�

t

2

(t

�

� �)

l�1

�

�

Z

+1

t

3

(s� �)

n�l�1

�(u)(s)ds d� < 2" for t

�

� t � t

�

;

we �nd that T (v

k

)(t) ! T (v

0

)(t) uniformly on [t

�

; t

�

]. As t

�

is arbitrary,

this implies the continuity of T .
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Let v 2 U , t

0

; t

00

2 [t

2

; t

�

] and t

00

> t

0

. Then

jT (v)(t

00

)� T (v)(t

0

)j �

Z

t

0

t

2

[(t

00

� �)

l�1

� (t

0

� �)

l�1

]

Z

+1

�

s

n�l�1

�

��(u)(s)ds d� +

Z

t

00

t

0

(t

00

� �)

l�1

Z

+1

�

s

n�l�1

�(u)(s)ds d�:

Thus the set T (U) is equicontinuous on every �nite subsegment of [t

�

;+1[.

Since U is closed, bounded and convex, by Lemma 2.1 there exists v 2 U

such that v = T (v). The function v is obviously a solution of (2.1) on

[t

0

;+1[, satisfying u(t

1

) � v(t) � u(t) for t � t

2

. This however contradicts

the fact that equation (2.1) possesses property . The obtained contradic-

tion proves that l 62 f1; : : : ; n�1g. If n is even, then l = 0 cannot take place

either, which proves the theorem in this case.

Let now n be odd and l = 0. Then (2.8

l

) implies

lim

t!+1

u

(i)

(t) = 0 (i = 1; : : : ; n� 1); lim

t!+1

u(t) = c

0

� 0:

Assume that c

0

> 0. Let U be the set of all v 2 C([t

�

;+1[;R) satisfying

c

0

� v(t) � u(t) for t � t

�

. Using the above reasoning, we can show that

the operator T : U ! U de�ned by

T (v)(t) =

(

c

0

+

1

(n�1)!

R

+1

t

(s� t)

n�1

'(v)(s)ds for t � t

2

T (v)(t

2

) for t

�

� t < t

2

has a �xed point v which is a solution of (2.1) on [t

2

;+1[, satisfying v(t) �

c

0

for t � t

2

. But this contradicts property of (2.1). Therefore (0.4) is

ful�lled when n is odd and l = 0. �

Let � 2 V (�), t

0

2 R and assume that for any u; v 2 H

t

0

;�

satisfying ju(t)j � jv(t)j, u(t)v(t) > 0 for t � t

0

inequality (2:6) hold, where

' 2 V (�). Let, moreover, equation (2:2) have property . Then inequality

(2:4) also has property .

Proof. Let u : [t

0

;+1[! R be a proper nonoscillatory solution of (2.4).

Assume that (2.7) is ful�lled. Then (2.6) and Lemma 1.1 imply that there

exist t

1

2 [t

0

;+1[ and l 2 f0; : : : ; ng such that l + n is even and (2.8

l

)

holds. Like in proving Theorem 2.1, it can be shown that l 62 f1; : : : ; n� 2g

and (0.4) is ful�lled when n is even and l = 0. To complete the proof it

su�ces to show that (0.5) is valid when l = n.

Thus assuming that l = n, from (2:8

n

) and (2.4) we obtain

u

(i�1)

(t) �

(t� t

1

)

n�i

u

(n�1)

(t

1

)

(n� i)!

+

1

(n� i)!

Z

t

t

1

(t� s)

n�i

�

��(u)(s)ds for t � t

1

(i = 1; : : : ; n); (2.11)

where t

1

2 [t

0

;+1[ is such that t

�

= min(t

1

; inff�(t) : t � t

1

g) � t

0

.



17

Let U be the set of all v 2 C([t

�

;+1[;R) satisfying

u

(n�1)

(t

1

)(t� t

1

)

n�1

(n� 1)!

� v(t) � u(t): (2.12)

As in proving Theorem 1.2, by (2.6), (2.11), (2.12) and Lemma 2.1 we

�nd that the operator T : U ! U de�ned by

T (v)(t) =

8

>

<

>

:

u

(n�1)

(t

1

)(t�t

1

)

n�1

(n�1)!

+

1

(n�1)!

R

t

t

1

(t� s)

n�1

�

�'(v)(s)ds for t � t

1

0 for t

�

� t � t

1

:

has a �xed point v which is a solution of (2.2) satisfying

u

(n�1)

(t

1

)(t� t

1

)

n�i

(n� i)!

� v

(i�1)

(t) � u

(i�1)

(t) for t � t

1

(i = 1; : : : ; n):

Since (2:2) has property , v

(i)

(t) " +1 as t " +1 (i = 0; : : : ; n � 1) and

therefore (0.5) is ful�lled. �

Remark 2.1. By Theorem 2.1 (Theorem 2.2) it is obvious that if ' 2

M(�) and equation (2.1) (equation (2.2)) has property (property ),

then the inequality

[u

(n)

(t) + '(u)(t)] signu(t) � 0

([u

(n)

(t)� '(u)(t)] signu(t) � 0)

(2.13)

also has property (property ).

Remark 2.2. If ' 2M(�) and inequality (2.13) has a solution u : [t

0

;+1[

! R satisfying

u

(i)

(t)u(t) > 0 (i = 0; : : : ; l � 1); (�1)

i+l

u

(i)

(t)u(t) � 0 (2:14

l

)

(i = l; : : : ; n); for t � t

0

;

where l = f1; : : : ; n�1g and l+n is odd (even), then equation (2.1) (equation

(2.2)) also has a solution of the same type.

If condition (0.2) ((0.3)) is ful�lled and u : [t

0

;+1[! R is a proper

solution of equation (0.1) not satisfying (0.4) (satisfying neither (0.4) nor

(0.5)), then there exists c 2]0;+1[ such that 1=c � u(t) � ct

n�1

for t � t

1

with t

1

2 [t

0

;+1[ su�ciently large. Taking this fact into account and

repeating the arguments we used in proving Theorems 2.1, 2.2, we can

easily ascertain that the following result is valid.

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and for

any su�ciently large c 2]0;+1[ let there exist '

c

2M(�) and t

c

2 R

+

such

that for any u 2 H

t

c

;�

satisfying

1

c

� ju(t)j � ct

n�1

; for t � t

c

(2.15)
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we have the inequality

F (u)(t) signu(t) � '

c

(u)(t) signu(t) for t � t

c

(2.16)

(F (u)(t) signu(t) � �'

c

(u)(t) signu(t) for t � t

c

) (2.17)

Then if the equation

v

(n)

+ '

c

(v)(t) sign v(t) = 0 (v

(n)

� '

c

(v)(t) sign v(t) = 0) (2.18)

has property (property ), equation (0:1) will also have property (pro-

perty ).

Assume that � 2M(�), l 2 f1; : : : ; n� 1g, l + n is odd

� 2]0; 1]; �

0

2 C(R

+

;R

+

); �

0

(t) � �(t) for t 2 R

+

;

lim

t!+1

�

0

(t) = +1

(2.19)

and ' is de�ned by (2:5), where for any t 2 R

+

a function  

t

: C(R

+

;R) !

C(R

+

;R) is given by

 

t

(v)(s) = [�

0

(t)]

��(l�1)

jv(�

0

(t))j

�

sign v(�

0

(t))s

l�1

for s 2 R

+

:(2:20

l

)

Then if inequality (2:3) has a proper nonoscillatory solution u : [t

0

;+1[! R

satisfying (2:14

l

), then equation (2:1) also has a solution of the same type.

Proof. It can be assumed without loss of generality that u(t) > 0 for t � t

0

.

Then either

Z

+1

t

0

s

n�l

ju

(n)

(s)jds < +1 and u(t) � c

0

t

l�1

for t � t

1

(2.21)

with t

1

2 [t

0

;+1[ and c

0

2]0; 1], or by Lemma 1.3

u(t)

t

l�1

" +1 as t " +1: (2.22)

Let (2.21) hold. Then by (2.3) there exists t

2

2 [t

1

;+1[ such that

t

�

= min(ft

2

; inff�(t) : t � t

2

g) � t

1

and

Z

+1

t

2

t

n�l

�(�)(t)dt <

c

1=�

0

2

; (2.23)

where �(s) = c

0

s

l�1

.

Let further U be the set of all v 2 C([t

�

;+1[;R) satisfying

c

1=�

0

2

t

l�1

� v(t) � c

1=�

0

t

l�1

for t � t

�

: (2.24)
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De�ne T : U ! C([t

�

;+1[;R) by

T (v)(t) =

8

>

<

>

:

c

1=�

0

t

l�1

�

1

(l�2)!(n�l)!

R

t

t

2

(t� s)

l�2

�

�

R

+1

s

(� � s)

n�l

'(v)(�)d� ds for t � t

2

c

1=�

0

t

l�1

for t

�

� t � t

2

if l > 1 and by

T (v)(t) =

(

c

1=�

0

�

1

(n�1)!

R

+1

t

(s� t)

n�1

'(v)(s)ds for t � t

2

T (v)(t

2

) for t

�

� t � t

2

if l = 1. According to (2.24)

c

0

2

�

� [�

0

(t)]

��(l�1)

[v(�

0

(t))]

�

� c

0

for t � t

2

,

so that T (U) � U by (2.5), (2.20

l

), (2.23). As in proving Theorem 1.2,

we �nd that T has a �xed point which is a solution of (2.1) on [t

2

;+1[

satisfying (2.14

l

).

If (2.22) is ful�lled, then for any su�ciently large t we have u

(n)

(t) +

'(u)(t) � 0. By Remark 2.2 we conclude that (2.1) has a solution satisfying

(2.14

l

). �

Similar arguments can be used to prove

Assume that � 2 M(�), l 2 f1; : : : ; n � 2g, l + n, is even,

� and �

0

satisfy (2:19) and ' is de�ned by (2:5), where  

t

: C(R

+

;R) !

C(R

+

;R) is given by (2:20

l

) for any t 2 R

+

. Then if inequality (2:4) has

a proper nonoscillatory solution u : [t

0

;+1[! R satisfying (2:14

l

), then

equation (2:2) also has a solution of the same type.

Assume that � 2M(�; �), l 2 f1; : : : ; n� 1g, l + n is odd,

� 2 [1;+1[; �

0

2 C(R

+

;R

+

); �

0

(t) � �(t)

for t 2 R

+

; lim

t!+1

�

0

(t) = +1

(2.25)

and ' is de�ned by (2:5) where for any t 2 R

+

 

t

(v)(s) = [�(t)]

��l

jv(�

0

(t))j

�

sign v(�

0

(t))s

l

for s 2 R

+

: (2:26

l

)

Then the conclusion of Lemma 2:2 is true.

Proof. Let u : [t

0

;+1[! R be a proper nonoscillatory solution of (2.3)

satisfying (2:14

l

). It can be assumed that u(t) > 0 for t � t

0

. Then either

(2.21) is ful�lled with t

1

2 [t

0

;+1[ and c

0

2]0; 1] or by Lemma 1.3

u(t)

t

l

# c

1

� 0 as t " +1: (2.27)

Let (2.21) hold. Obviously by (2.3)

Z

+1

t

0

t

n�l

�(�

t

)(t)dt < +1; (2.28)
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where �

t

(s) = c

0

s

l

=[�(t)]

�

, s 2 R

+

, for any t � t

0

. Using (2.8) and repeating

arguments from the proof of Lemma 2.2, we �nd that the equation

v

(n)

(t) + �(�

t

(v))(t) = 0; (2.29)

where

�

t

(v)(s) = [�(t)]

��l

jv(�(t))j

�

sign v(�(t))s

l

for s 2 R

+

(2.30)

for any t 2 R

+

, has a solution v : [t

2

;+1[!]0;+1[ satisfying (2:14

l

), where

t

2

2 [t

1

;+1[ is su�ciently large.

On the other hand, since �

0

(t) � �(t) for t 2 R

+

, by (2.5) and (2.26

l

) v

satis�es

v

(n)

(t) + '(v)(t) � 0 (2.31)

on [t

2

;+1[. Following Remark 2.2 equation (2.1) has a solution of type

(2:14

l

).

Now consider the case when (2.27) is ful�lled. Assume at �rst that c

1

> 0.

Then there exists t

1

2 [t

0

;+1[ such that u(t) � c

1

t

l

=2 for t � t

1

. Therefore

by (2.1) and Lemma 1.3 we have

Z

+1

t

1

t

n�l�1

�(�)(t)dt < +1;

where �(s) = c

1

s

l

=2 for s 2 R

+

. Choose t

2

2 [t

1

;+1[ such that t

�

=

min(t

2

; inff�(t) : t � t

2

g) � t

1

and

Z

+1

t

2

t

n�l�1

�(�)(t)dt <

c

1=�

1

4

: (2.32)

Let U be the set of all v 2 C([t

�

;+1[;R) satisfying

c

1=�

1

4

t

l

� v(t) �

c

1=�

1

2

t

l

for t � t

�

: (2.33)

De�ne T : U ! C([t

�

;+1[;R) by

T (v)(t) =

8

>

>

<

>

>

:

c

1=�

1

4

t

l

�

1

(l�1)!(n�l�1)!

R

t

t

2

(t� s)

l�1

R

+1

s

(� � s)

n�l�1

�

�'( 

�

(v))(�)d� ds for t � t

2

c

1=�

1

4

t

l

for t

�

� t � t

2

;

(2.34)

where for any t 2 R

+

,  

t

is given by (2.30).

By (2.33) it is clear that for any v 2 U we have

c

1

4

�

� [�(t)]

��l

[v(�(t))]

�

�

c

1

2

�

for t � t

2

;

and therefore (2.32) and (2.34) imply that T (U) � U . As we did previously

in this section, by Lemma 2.1 we ascertain that T has a �xed point v which

is a solution of (2.29) of type (2:14

l

) on [t

2

;+1[. Thus v satis�es (2.31) on
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[t

2

;+1[. Hence on account of Remark 2.2 equation (2.1) also has a solution

of type (2:14

l

).

Now we shall consider the last remaining case c

1

= 0. Since we have

u(t)=t

l

� 1 for any su�ciently large t, u satis�es inequality (2.31) for large

t. By Remark 2.2 equation (2.1) has a solution of type (2:14

l

). �

In a mannar similer to the above we can prove

Assume that � 2M(�; �), l 2 f1; : : : ; n�2g, l+n is even, �

and �

0

satisfy (2:25) and ' is de�ned by (2:5), where  

t

: C(R

+

;R) !

C(R

+

;R) is given by (2:26) for any t 2 R

+

. Then the conclusion of

Lemma 2:3 is true.

Assume that � 2 M(�), � and �

0

satisfy (2:19), ' is de-

�ned by (2:5) where  

t

is given by (2:20

1

) for any t 2 R

+

, and equation

(2:1) has property . Then inequality (2:3) also has property .

Proof. Let u : [t

0

;+1[! R be a proper nonoscillatory solution of (2.3).

Then by Lemma 1.1 there exists l 2 f0; : : : ; n � 1g such that l + n is odd

and (2:14

l

) holds. Assume that u(t) > 0 for t � t

0

.

Let l 2 f1; : : : ; n�1g. Then by Lemma 2.2 equation (2.1) with ' de�ned

by (2.5) and (2:20

l

) has a solution v : [t

1

;+1[!]0;+1[ of type (2:14

l

),

where t

1

2 [t

0

;+1[ is su�ciently large. Since

�

s

[�

0

(t)]

�

�

l�1

� 1 for s � �(t);

v satis�es (2.31) on [t

1

;+1[ with ' de�ned by (2.5) and (2.20

1

). Following

Remark 2.2, equation (2.1) with ' de�ned by (2.5) and (2.20

1

) also has a

solution of type (2.14

l

). But this contradicts property of this equation

stated in the conditions of the theorem. Therefore we have proved that

l 62 f1; : : : ; n� 1g.

Now assume that l = 0, n is odd and u(t) # c > 0 as t " +1. By (2.3)

and Lemma 1.2 we have

Z

+1

t

n�1

�

�

c

2

�

(t)dt < +1:

Therefore by Lemma 4.1 to be proved later in x4 equation (2.1) with '

de�ned by (2.5) and (2.20

1

) has a solution v of type (2:14

0

) such that

lim

t!+1

v(t) 6= 0. But this again contradicts property of this equation.

The obtained contradiction proves that (0.4) holds for l = 0. �

0

Assume that � 2 M(�; �), � and �

0

satisfy (2:25) ' is

de�ned by (2:5), where  

t

is given by (2:26

n�1

) for any t 2 R

+

and equation

(2:1) has property . Then inequality (2:3) also has property .



22

Proof. Let u : [t

0

;+1[ be a proper nonoscillatory solution of (2.3). Then

by Lemma 1.1 there exists l 2 f0; : : : ; n � 1g such that l + n is odd and

(2:14

l

) holds. It can be assumed that u(t) > 0 for t � t

0

.

Assume that l 2 f1; : : : ; n � 1g. By Lemma 2.4 equation (2.1) with '

de�ned by (2.5) and (2:26

l

) has a solution v : [t

1

;+1[!]0;+1[ of type

(2:14

l

), where t

1

2 [t

0

;+1[ is su�ciently large. Since

�

s

[�(t)]

�

�

n�1

�

�

s

[�(t)]

�

�

l

for �(t) � s � �(t);

v satis�es (2.31) on [t

1

;+1[ with ' de�ned by (2.5) and (2:26

n�1

). By

Remark 2.2 equation (2.1) with ' de�ned by (2.5) and (2:26

n�1

) also has

a solution of type (2:14

l

). But this contradicts property of this equation

stated in the conditions of the theorem.

Assuming that l = 0 and n is odd and applying the arguments from the

proof of Theorem 2.4, we can show that condition (0.4) is ful�lled. �

Assume that � 2 M(�), � and �

0

satisfy (2:19), ' is de-

�ned by (2:5) where  

t

is given by (2:20

1

) for any t 2 R

+

, and equation

(2:2) has property . Then inequality (2:4) also has property .

Proof. Let u : [t

0

;+1[! R be a proper nonoscillatory solution of (2.4). By

Lemma 1.1 there exists l 2 f0; : : : ; ng such that l + n is even and (2:14

l

)

holds. As in the proof of Theorem 2.4, we can show that l 62 f1; : : : ; n� 2g,

and if n is even and l = 0, then (0.4) is ful�lled.

Assume now that l = n and lim

t!+1

ju

(n�1)

(t)j < +1. By (2:14

n

) there

exist c

0

2]0;+1[ and t

2

2]t

1

;+1[ such that ju(t)j � c

0

t

n�1

for t � t

2

, and

therefore (2.4) implies

Z

+1

j'(�)(t)jdt < +1 (2.35)

with �(s) = c

0

signu(t

2

)s

n�1

for s 2 R

+

.

On the other hand, by Lemma 4.1 and (2.35) equation (2.2) with '

de�ned by (2.5) and (2.20

1

) has a solution v of type (2:14

n

) satisfying

lim

t!+1

jv

(n�1)

(t)j < +1. But this contradicts property of this equa-

tion. �

The proof of Theorem 2.4 has been a guide for us in proving Theorem

2.4

0

. In the same way we shall be guided by the proof of Theorem 2.5 to

show that the next theorem is valid.

0

Assume that ' 2 M(�; �), � and �

0

satisfy (2:25), ' is

de�ned by (2:5), where  

t

is given by (2:26

n�1

) for any t 2 R

+

, and equation

(2:2) has property . Then inequality (2:4) also has property .
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x

3. Sufficient Conditions

In this subsection we shall derive the

ine�ective su�cient conditions for the equations

u

(n)

+ '(u)(t) = 0 (3.1)

u

(n)

� '(u)(t) = 0 (3.2)

to have property and , respectively. These conditions will be stated

in terms of the classes introduced in 1.2 and be used in 3.2 to obtain the

e�ective su�cient conditions for (0.1).

Let ' 2M(�), l 2 f1; : : : ; n� 1g and l+n be odd. Then the

condition

e'

l

2M

1

(�) (3:3

l

)

is su�cient for equation (3:1) not to have a proper solution satisfying (2:14

l

),

where for any u 2 C(R

+

;R) and t 2 R

+

e'

l

(u)(t) =

t

n�l�1

l!(n� l)!

'(�u)(t) with �(s) = s

l

for s 2 R

+

: (3:4

l

)

Proof. Let, on the contrary, (3.1) have a solution u : [t

0

;+1[! R satisfying

(2:14

l

). It can be assumed without loss of generality that (2:8

l

) is ful�lled,

where t

1

is su�ciently large. By (3:3

l

), (3:4

l

) and Lemmas 1.4, 1.5 for any

c 6= 0 we have

Z

+1

t

n�l

'(�)(t)dt = +1; with l; �(s) = cs

l�1

for s 2 R

+

: (3.5)

(2:8

l

) implies that there exist c

0

2]0;+1[ and t

2

2 [t

1

;+1[ such that

u(t) � c

0

t

l�1

for t � t

2

. Therefore by (3.1), (3.5) we have

Z

+1

t

n�l

ju

(n)

(t)jdt = +1: (3.6)

Hence by Lemma 1.3 u(t)=t

l

# as t " +1 and

u(t) �

t

l

l!(n� l)!

Z

+1

t

s

n�l�1

ju

(n)

(s)jds for t � t

�

;

where t

�

2 [t

2

;+1[ is su�ciently large, so that by (3.1), (3:4

l

) we obtain

x(t) �

Z

+1

t

e'

l

(x)(s)ds for t � t

�

;

where x(t) = u(t)=t

l

is nonincreasing. This means that e'

l

62 M

1

(�), which

contradicts (3:3

l

). �



24

In a similar way we can prove

0

Let ' 2 M(�), l 2 f1; : : : ; n� 2g and l + n be even. Then

condition (3:3

l

) with e'

l

de�ned by (3:4

l

) is su�cient for equation (3:2) not

to have a proper solution satisfying (2:14

l

).

Let ' 2 M(�), l 2 f1; : : : ; n � 1g and l + n be odd. Let,

moreover, � 2 C(R

+

;R

+

) be a nondecreasing function satisfying (1:13).

Then the condition

e'

l

2M

�

2

(�) (3:7

l

)

is su�cient for equation (3:1) not to have a proper solution satisfying (2:14

l

),

where for any u 2 C(R

+

;R) and t 2 R

+

we have

e'

l

(u)(t) =

�

n�l

(t)

l!(n� l)!

'(�u)(t) with �(s) = s

l�1

for s 2 R

+

: (3:8

l

)

Proof. Let, on the contrary, (3.1) have a solution u : [t

0

;+1[! R satisfying

(2:14

l

). It can be assumed that (2:8

l

) is ful�lled. Condition (3.6) is valid on

account of (3.1), (3:7

l

), (3:8

l

) and Lemma 1.4, so that Lemma 1.3 implies

u(�(t)) �

�

l�1

(t)

l!(n� l)!

Z

t

t

1

�

n�l

(s)ju

(n)

(s)jds for t � t

1

;

where t

1

2 [t

0

;+1[ is su�ciently large. Hence by (3.1) and (3:8

l

) we have

x(�(t)) �

Z

t

t

1

e'

l

(x)(s)ds for t � t

1

;

where x(t) = u(t)=t

l�1

is a nondecreasing function by Lemma 1.3. But this

means that e'

l

62M

�

2

(�), which contradicts (3.7

l

). �

The next lemma can be proved similarly.

0

Let ' 2 M(�), l 2 f1; : : : ; n� 2g and l + n be even. Then

condition (3:7

l

), where e'

l

is de�ned by (3:8

l

), is su�cient for equation (3:2)

not to have a proper solution satisfying (2:14

l

).

Let ' 2 M(�) and (3:3

n�1

) be ful�lled, where e'

n�1

is de-

�ned by (3:4

n�1

). Then equation (3:1) has property .

Proof. According to Lemma 1.5 condition (3.3

l

) is ful�lled for any l 2

f0; : : : ; n� 1g with e'

l

de�ned by (3:4

l

).

Now assume that u : [t

0

;+1[! R is a proper nonoscillatory solution of

(3.1). By Lemma 1.1 there exists l 2 f0; : : : ; n � 1g such that l + n is odd

and (2:14

l

) holds. On account of Lemma 3.1 we have l 62 f1; : : : ; n � 1g.

Thus it can be assumed that l = 0 and n is odd.

Let u(t) # c

0

6= 0 as t " +1. Since e'

0

2M

1

(�), by Lemma 1.4 we have

Z

+1

je'

0

(c)(t)jdt = +1 for any c 6= 0: (3.9)
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Obviously there exists t

1

2 [t

0

;+1[ such that ju(t)j � c

0

=2 for t � t

1

and

therefore by (3.1) and (3.9)

Z

+1

t

2

t

n�1

ju

(n)

(t)jdt �

Z

+1

t

2

je'

0

�

c

0

2

�

(t)jdt = +1:

This however contradicts (1.3). The obtained contradiction proves that

(0.4) holds if n is odd and l = 0. �

Let ' 2 M(�) and (3:3

n�2

) be satis�ed, where for any

u 2 C(R

+

;R) and t 2 R

+

e'

n�2

(u)(t) =

t

(n� 1)!

'(�u)(t) with �(s) = s

n�2

for s 2 R

+

: (3.10)

Moreover, let for any c 6= 0

Z

+1

j'(�)(t)jdt = +1 with �(s) = cs

n�1

for s 2 R

+

: (3.11)

Then equation (3:2) has property .

Proof. By Lemma 1.5, (3.3

n�2

) and (3.10) condition (3:3

l

) is ful�lled for

any l 2 f0; : : : ; n� 2g with e'

l

de�ned by (3:4

l

).

Assume now that u : [t

0

;+1[! R is a proper nonoscillatory solution of

(3.2). Then by Lemma 1.1 there exists l 2 f0; : : : ; ng such that l + n is

even and (2:14

l

) holds. By Lemma 3.1

0

l 62 f1; : : : ; n� 2g. As while proving

Theorem 3.1, it can be shown that (0.4) holds if n is even and l = 0.

To complete the proof it remains to show that (0.5) is ful�lled for l = n.

Indeed, by (2.14

n

) there exists t

1

2 [t

0

;+1[ and c

0

2]0;+1[ such that

ju(t)j � c

0

t

n�1

for t � t

1

. Therefore from (3.2) we have

ju

(n�1)

(t)j �

Z

t

t

2

j'(�)(s)jds;

where �(s) = c

0

signu(t

1

)s

n�1

and t

2

2 [t

1

;+1[ is chosen such that inff�(t) :

t � t

2

g � t

1

. By (2.14

n

) and (3.11) the latter inequality obviously implies

(0.5). �

0

Let ' 2 M(�), �

0

satisfy (2:19) and (3:3

n�1

) be ful�lled,

where for any u 2 C(R

+

;R) and t 2 R

+

e'

n�1

(u)(t) =

1

(n� 1)!

'( 

t

(u))(t)

with  

t

(u)(s) = �

n�1

0

(t)u(�

0

(t)) for s 2 R

+

:

(3.12)

Then equation (3:1) has property .
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Proof. By Theorem 3.1, (3.3

n�1

) and (3.12) the equation

v

(n)

+ '( 

t

(v))(t) = 0; (3.13)

where  

t

(v)(s) = v(�

0

(t)), for any v 2 C(R

+

;R) and t 2 R

+

, has property

. Therefore by Theorem 2.4 (� = 1) equation (3.1) also has property . �

0

Let ' 2 M(�), �

0

satisfy (2:19), let (3:11) hold for any

c 6= 0 and (3:3

n�2

) be ful�lled, where for any u 2 C(R

+

;R) and t 2 R

+

e'

n�2

(u)(t) =

t

(n� 1)!

'( 

t

(u))(t)

with  

t

(u)(s) = �

n�2

0

(t)u(�

0

(t)) for s 2 R

+

:

(3.14)

Then equation (3:2) has property .

Proof. By Theorem 3.2, (3.3

n�2

) and (3.11) the equation

v

(n)

� '( 

t

(v))(t) = 0; (3.15)

where  

t

is de�ned by (2.20

1

) (� = 1) has property . Therefore according

to Theorem 2.5 equation (3.2) also has property . �

00

Let ' 2M(�; �), �

0

satisfy (2:25) and

e'

n�1

2M

1

(�; �); (3.16)

where for any u 2 C(R

+

;R) and t 2 R

+

e'

n�1

(u)(t) =

1

(n� 1)!

'( 

t

(u))(t)

with  

t

(u)(s) = [�(t)]

1�n

[�

0

(t)]

n�1

u(�

0

(t))s

n�1

:

(3.17)

Then equation (3:1) has property .

Proof. By Theorem 3.1, (3.16) and (3.17) equation (3.13) with  

t

de�ned

by (2:26

n�1

) (� = 1) has property . Therefore by Theorem 2.4

0

equation

(3.1) also has property . �

00

Let ' 2M(�; �), �

0

satisfy (2:25) and

e'

n�2

2M

1

(�; �); (3.18)

where for any u 2 C(R

+

;R) and t 2 R

+

e'

n�2

(u)(t) =

t

(n� 1)!

'( 

t

(u))(t)

with  

t

(u)(s) = [�(t)]

2�n

[�

0

(t)]

n�2

u(�

0

(t))s

n�2

for s 2 R

+

:

(3.19)

Moreover, let (3:11) hold for any c 6= 0. Then equation (3:2) has property

.
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Proof. By Theorem 3.2, (3.18) and (3.19) equation (3.15) with  

t

de�ned

by (2:26

n�2

) (� = 1) has property . Therefore by Theorem 2.5

0

equation

(3.2) also has property . �

Let ' 2 M(�) and (3:7

1

) be ful�lled with e'

1

de�ned by

(3:8

1

). Then equation (3:1) has property .

Proof. By Lemma 1.7 and (3.7

1

) condition (3:7

l

) is ful�lled for any l 2

f1; : : : ; n� 1g, where e'

l

is de�ned by (3.8

l

).

Assume that u : [t

0

;+1[! R is a proper nonoscillatory solution of (3.1).

Then by Lemma 1.1 there exists l 2 f0; : : : ; n�1g such that l+n is odd and

(2:14

l

) is satis�ed. According to Lemma 3.2 l 62 f1; : : : ; n� 1g. Condition

(3.7

1

) and Lemma 1.4 imply that

Z

+1

je'

1

(c)(t)jdt = +1 (3.20)

for any c 6= 0. Therefore, as while proving Theorem 3.1, it can be shown

that (0.4) is satis�ed if n is odd and l = 0. �

Let ' 2 M(�) and (3:7

1

) be ful�lled with e'

1

de�ned by

(3:8

1

). Then equation (3:2) has property .

Proof. As above, by Lemma 1.7 and (3.7

1

) condition (3:7

l

) is ful�lled for

any l 2 f1; : : : ; ng, where e'

l

is de�ned by (3:8

l

).

Assume that u : [t

0

;+1[! R is a proper nonoscillatory solution of (3.2).

Then by Lemma 1.1 there exists l 2 f0; : : : ; ng such that l + n is even and

(2:14

l

) holds. By Lemma 3.1

0

we have l 62 f1; : : : ; n� 2g.

On the other hand, since e'

l

2 M

�

2

(�) (l = 1; : : : ; n), by Lemma 1.4

condition (3.20) holds and

Z

+1

je'

n

(c)(t)jdt = +1

for any c 6= 0.

As while proving Theorem 3.2, it can be shown that (0.4) ((0.5)) is sat-

is�ed if n is even and l = 0 (l = n). �

0

Let ' 2 M(�), �

0

satisfy (2:19) and (3:7

1

) be ful�lled,

where

e'

1

(u)(t) =

[�(t)]

n�1

(n� 1)!

'( 

t

(u))(t)

with  

t

(u)(s) = u(�

0

(t)) for s 2 R

+

(3.21)

for any u 2 C(R

+

;R) and t 2 R

+

. Then equation (3:1) has property .

Proof. By Theorem 3.3, (3.7

1

) and (3.21) the equation v

(n)

(t)+'( 

t

(v))(t)=

0 with  

t

de�ned by (2.20

1

) (� = 1) has property . Therefore by Theorem

2.4 equation (3.1) also has property . �
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In a similar manner one can prove

0

Let ' 2 M(�), �

0

satsify (2:19) and condition (3:7

1

) be

ful�lled with '

1

de�ned by (3:21). Then equation (3:2) has property .

Let ' 2M(�; �), �

0

satisfy (2:25) and

e'

1

2M

�

2

(�; �); (3.22)

where for any u 2 C(R

+

;R) and t 2 R

+

e'

1

(u)(t) =

[�(t)]

n�1

(n� 1)!

'( 

t

(u))(t)

with  

t

(u)(s) = [�(t)]

1�n

u(�

0

(t))s

n�1

for s 2 R

+

:

(3.23)

Then equation (3:1) has property .

Proof. The equation v

(n)

(t) +'( 

t

(u))(t) = 0 with  

t

de�ned by (2:26

n�1

)

(� = 1) has property by virtue of Theorem 3.3, (3.22) and (3.23). There-

fore by Theorem 2.4

0

equation (3.1) also has property . �

Quite similarly one can prove

Let ' 2M(�; �), �

0

satisfy (2:25) and let (3:22) be ful�lled,

where

e'

1

(u)(t) =

[�(t)]

n�1

(n� 1)!

'( 

t

(u))(t)

with  

t

(u)(s) = [�(t)]

2�n

u(�

0

(t))s

n�2

for s 2 R

+

for any u 2 C(R

+

;R) and t 2 R

+

. Then equation (3:2) has property .

We conclude this subsection by a general theorem concerning equation

(0.1).

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and for

any su�ciently large c > 0 let there exist t

c

2 R

+

and '

c

2M(�) such that

inequality (2:16) ((2:17)) holds for any u 2 H

t

c

;�

satisfying (2:15). Then

for equation (0:1) to have property ( ) it is su�cient that '

c

satisfy the

conditions of anyone of Theorems 3:1, 3:1

0

, 3:1

00

, 3:3, 3:3

0

, 3:5 (3:2, 3:2

0

,

3:2

00

, 3:4, 3:4

0

, 3:5).

This theorem immediately follows from Theorems 2.1 and 2.3 (2.2 and

2.3).

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and let

for any su�ciently large c > 0 there exist t

c

2 R

+

and a

c

2 L

loc

(R

+

;R

+

)

such that for any u 2 H

t

0

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

jF (u)(t)j � a

c

(t) for t � t

c

: (3.24)
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Then the condition

Z

+1

a

c

(t)dt = +1 (3.25)

is su�cient for equation (0:1) to have property ( ).

Proof. Assume that c > 0 is su�ciently large. Then by (0.2), (3.24) ((0.3),

(3.24)) inequality (2.16) ((2.17)) holds with

'

c

(u)(t) =

a

c

(t)ju(t)j

�

signu(t)

c

�

t

�(n�1)

; � 2]0; 1[:

By Corollary 1.1 of Lemma 1.6 and (3.25) '

l

satis�es the conditions of

Theorem 3.1

0

(Theorem 3.2

0

). Therefore by Theorem 3.7 equation (0.1) has

property ( ). �

In the theorems throughout this and

next subsections the following conditions will appear:

m 2 N; �

i

; �

i

2 C(R

+

;R

+

); �

i

(t) � �

i

(t) for t 2 R

+

;

lim

t!+1

�

i

(t) = +1 (i = 1; : : : ;m);

(3.26)

r

ic

: R

2

+

! R is measurable; r

i

(�; t) is nondecreasing

for t 2 R

+

(i = 1; : : : ;m);

(3.27)

!

i

2 C(R

+

;R

+

); !

i

(0) = 0; !

i

(s) > 0

for s > 0; !

i

is nondecreasing(i = 1; : : : ;m):

(3.28)

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and let for

any su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

jF (u)(t)j �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(�

1�n

�

(t)ju(s)j)d

s

r

ic

(s; t) for t � t

c

; (3.29)

where (3:26){(3:28) hold, �

�

(t) = minf�

i

(t); t (i = 1; : : : ;m)g and

Z

1

0

ds

Q

m

i=1

!

ic

(s)

< +1; (3.30)

Z

+1

m

Y

i=1

[r

ic

(�

i

(t); t)� r

ic

(�

i

(t); t)]dt = +1: (3.31)

Then equation (0:1) has property ( ).

Proof. By (0.2), (3.29) ((0.3), (3.29)) inequality (2.16) ((2.17)) holds with

'

c

(u)(t) =

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(�

1�n

�

(t)ju(s)j) signu(s)d

s

r

ic

(s; t):
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On the other hand, by (3.30), (3.31) and Lemma 1.6 we have e'

c n�1

2

M

1

(�), where

e'

c n�1

(u)(t) =

1

(n� 1)!

m

Y

i=1

!

ic

(u(�

�

(t))) signu(�

�

(t))�

�

m

Y

i=1

[r

ic

(�

i

(t); t) � r

ic

(�

i

(t); t)]: (3.32)

Since '

c

satis�es the conditions of Theorem 3.1

0

(Theorem 3.2

0

), equation

(0.1) has property ( ) on account of Theorem 3.7. �

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and let

for any su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2

H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

jF (u)(t)j �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

ju(s)j

�

ic

d

s

r

ic

(s; t) (3.33)

where (3:26) and (3:27) hold, �

ic

2]0; 1[ (i = 1; : : : ;m) and

�

c

=

m

X

i=1

�

ic

< 1;

Z

+1

�

(n�1)�

c

�

(t)

m

Y

i=1

[r

ic

(�

i

(t); t) � r

ic

(�

i

(t); t)]dt = +1

(3.34)

with �

�

(t) = minf�

i

(t); t (i = 1; : : : ;m)g. Then equation (0:1) has property

( ).

Proof. It su�ces to note that by (3.33) and (3.34) all the conditions of

Theorem 3.8 are satis�ed with !

ic

(s) = s

�

ic

for s 2 R

+

(i = 1; : : : ;m). �

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and there

exist t

0

2 R

+

such that for any u 2 H

t

0

;�

we have

jF (u)(t)j � p(t)ju(�(t))j

�

for t 2 [t

0

;+1[; (3.35)

where p 2 L

loc

(R

+

;R

+

) and � 2]0; 1[. Then the condition

Z

+1

�

(n�1)�

�

(t)p(t)dt = +1;

where �

�

(t) = minft; �(t)g, is su�cient for equation (0:1) to have property

( ).
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Let F 2 V (�), condition (0:2) be ful�lled, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

jF (u)(t)j�

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�1

[�

�

(t)]

1�n

s

1�n

ju(s)j)d

s

r

ic

(s; t) (3.36)

for t � t

c

;

where (3:26){(3:28) hold, �

�

(t) = maxf�

i

(t) : i = 1; : : : ;mg, �

�

(t) =

minf�

�

(t); tg and (3:30), (3:31) are satis�ed. Then equation (0:1) has prop-

erty .

Proof. By (0.2) and (3.36) inequality (2.16) holds with

'

c

(u)(t)=

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�1

[�

�

(t)]

1�n

s

1�n

ju(s)j)signu(s)d

s

r

ic

(s; t):

On the other hand, by (3.30), (3.31) and Lemma 1.6 we have e'

c n�1

2

M

1

(�

�

; �

�

), where �

�

= minf�

i

(t) : i = 1; : : : ;mg and e'

c n�1

is de�ned by

(3.32). Since '

c

satis�es the conditions of Theorem 3.1

00

, equation (0.1) has

property on account of Theorem 3.7. �

Let F 2 V (�), condition (0:2) be satis�ed, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

inequality (3:33) is ful�lled, where

(3:26) and (3:27) hold, �

i

2]0; 1[ (i = 1; : : : ;m) and

�

c

=

m

X

i=1

�

ic

< 1;

Z

+1

[�

�

(t)]

�

c

(n�1)

[�

�

(t)]

�

c

(1�n)

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

ic

(n�1)

d

s

r

ic

(s; t)dt=+1;

(3.37)

with �

�

(t) = maxf�

i

(t) : i = 1; : : : ;mg, �

�

(t) = minf�

�

(t); tg. Then equa-

tion (0:1) has property .

Proof. By (0.2) and (3.33) inequality (2.16) holds with

'

c

(u)(t) =

m

Y

i=1

Z

�

i

(t)

�

i

(t)

ju(s)j

�

ic

signu(s)d

s

r

ic

(s; t):

On the other hand, by (3.37) and Corollary 1.1 of Lemma 1.6 we have

e'

c n�1

2M

1

(�

�

; �

�

), where �

�

= minf�

i

(t) : i = 1; : : : ;mg and

e'

c n�1

(v)(t) = [�

�

(t)]

�

c

(n�1)

[�

�

(t)]

�

c

(1�n)

�

�

m

Y

i=1

Z

�

i

(t)

�

i

(t)

jv(s)j

�

ic

sign v(s)d

s

r

ic

(s; t):
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Thus we see that '

c

satis�es the conditions of Theorem 3.1

00

. Therefore

equation (0.1) has property on account of Theorem 3.7. �

Let F 2 V (�), condition (0:3) be ful�lled, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

jF (u)(t)j�

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�2

[�

�

(t)]

2�n

s

2�n

ju(s)j)d

s

r

ic

(s; t) (3.38)

for t 2 [t

c

;+1[;

where (3:26){(3:28) hold and �

�

(t) = maxf�

i

(t) : i = 1; : : : ;mg, �

�

(t) =

minf�

�

(t); tg. Moreover, let conditions (3:30) and

Z

+1

t

m

Y

i=1

[r

ic

(�

i

(t); t)� r

ic

(�

i

(t); t)]dt = +1; (3.39)

Z

+1

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�2

[�

�

(t)]

2�n

s)d

s

r

ic

(s; t)dt = +1 (3.40)

be ful�lled. Then equation (0:1) has property .

Proof. By (0.3) and (3.38) inequality (2.17) holds with

'

c

(u)(t) =

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�2

[�

�

(t)]

2�n

s

2�n

ju(s)j) signu(s)d

s

r

ic

(s; t):

On the other hand, (3.30) and (3.39) imply e'

c n�2

2 M

1

(�

�

; �

�

), where

�

�

(t) = minf�

i

(t) : i = 1; : : : ;mg and

e'

c n�2

(v)(t) =

t

(n� 1)!

m

Y

i=1

!

ic

(v(�

�

(t))) sign v(�

�

(t)) �

�

m

Y

i=1

[r

ic

(�

i

(t); t) � r

ic

(�

i

(t); t)]:

Taking into account (3.40), we see that '

c

satis�es the conditions of Theo-

rem 3.2

00

. Therefore by Theorem 3.7 equation (0.1) has property . �

Repeating the arguments given in Theorem 3.10 and Corollary 3.4, we

easily ascertain that the corollary below is true.

Let F 2 V (�), condition (0:3) be satis�ed, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have inequality (3:33), where
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(3:26) and (3:27) hold and �

ic

2]0; 1[ (i = 1; : : : ;m). Moreover, let the

conditions

�

c

=

m

X

i=1

�

ic

< 1;

Z

+1

t[�

�

(t)]

�

c

(n�2)

[�

�

(t)]

�

c

(2�n)

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

ic

(n�2)

d

s

r

ic

(s; t)dt = +1;

Z

+1

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

ic

(n�1)

d

s

r

ic

(s; t)dt = +1

be ful�lled. Then equation (0:1) has property .

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and let

for any su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2

H

t

0

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

jF (u)(t)j �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(ju(s)j)d

s

r

ic

(s; t); (3.41)

where (3:26){(3:28) hold. Moreover, let

Z

+1

1

ds

Q

m

i=1

!

ic

(s)

< +1; (3.42)

Z

+1

�

n�1

(t)

m

Y

i=1

[r

ic

(�

i

(t); t)� r

ic

(�

i

(t); t)]dt = +1; (3.43)

where � 2 C(R

+

;R

+

) is a nondecreasing function satisfying

�(t) � minf�

i

(t); t (i = 1; : : : ;m)g; lim

t!+1

�(t) = +1: (3.44)

Then equation (0:1) has property ( ).

Proof. By (0.2) and (3.41) ((0.3) and (3.41)) inequality (2.16) ((2.17)) holds

with

'

c

(u)(t) =

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(ju(s)j) signu(s)d

s

r

ic

(s; t):

On the other hand, by (3.42), (3.43) and Lemma 1.8 we have e'

1c

2M

�

2

(�),

where

e'

1c

(u)(t) =

�

n�1

(t)

(n� 1)!

m

Y

i=1

!

ic

(ju(�(t))j) sign u(�(t))�

�

m

Y

i=1

[r

ic

(�

i

(t); t) � r

ic

(�

i

(t); t)]:
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Since '

c

satis�es all the conditions of Theorem 3.3

0

(Theorem 3.4

0

), equation

(0.1) has property ( ) by virtue of Theorem 3.7. �

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and let

for any su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2

H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have inequality (3:33)

where (3:26) and (3:27) hold, �

ic

2]0;+1[, (i = 1; : : : ;m) and

�

c

=

m

X

i=1

�

ic

> 1;

Z

+1

�

n�1

(t)

m

Y

i=1

[r

ic

(�

i

(t); t) � r

ic

(�

i

(t); t)]dt = +1;

(3.45)

where � 2 C(R

+

;R

+

) is a nondecreasing function satisfying (3:44). Then

equation (0:1) has property ( ).

Proof. By (0.2), ((0.3)), (3.33), (3.45) and Corollary 1.2 all the conditions of

Theorem 3.11 are satis�ed with !

ic

(s) = s

�

ic

for s 2 R

+

(i = 1; : : : ;m). �

Let F 2 V (�) and conditions (0:2), (3:35) ((0:3), (3:35))

be ful�lled, where p 2 L

loc

(R

+

;R

+

) and � 2]1;+1[. Then the condition

Z

+1

�

n�1

(t)p(t)dt = +1

is su�cient for equation (0:1) to have property ( ), where � 2 C(R

+

;R

+

)

is a nondecreasing function satisfying

�(t) � minft; �(t)g; lim

t!+1

�(t) = +1:

Let F 2 V (�), condition (0:2) be ful�lled, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

jF (u)(t)j �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�1

s

1�n

ju(s)j)d

s

r

ic

(s; t); (3.46)

where (3:26){(3:28) hold and �

�

(t) = maxf�

i

(t) : i = 1; : : : ;mg. Moreover,

let (3:42) and (3:43) hold, where � 2 C(R

+

;R

+

) is a nondecreasing function

satisfying

�(t) � minf�

�

(t); tg; lim

t!+1

�(t) = +1; (3.47)

Then equation (0:1) has property .
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Proof. By (0.2) and (3.46) inequality (2.16) holds with

'

c

(u)(t) =

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�1

s

1�n

ju(s)j) signu(s)d

s

r

ic

(s; t):

On the other hand, according to (3.42), (3.43) and Lemma 1.8 we have

e'

1c

2M

�

2

(�

�

; �

�

), where �

�

= minf�

i

(t) : i = 1; : : : ;mg and

e'

1c

(u)(t) =

�

n�1

(t)

(n� 1)!

m

Y

i=1

!

ic

(ju(�(t))j) sign u(�(t))�

�

m

Y

i=1

[r

ic

(�

i

(t); t) � r

ic

(�

i

(t); t)]:

Since '

c

satis�es all the conditions of Theorem 3.5, equation (0.1) has prop-

erty by Theorem 3.7. �

Let F 2 V (�), condition (0:2) be ful�lled and let for any

su�ciently large c > 0 let there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have inequality (3:33), where

(3:26) and (3:27) hold and �

ic

2]0;+1[ (i = 1; : : : ;m). Moreover, let

�

c

=

m

X

i=1

�

ic

> 1;

Z

+1

�

n�1

(t)[�

�

(t)]

�

c

(1�n)

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

ic

(n�1)

d

s

r

ic

(s; t)dt = +1;

(3.48)

where �

�

(t) = maxf�

i

(t) : i = 1; : : : ;mg and � 2 C(R

+

;R

+

) is a nonde-

creasing function satisfying (3:47). Then equation (0:1) has property .

Proof. By (0.2), (3.33), (3.48) and Corollary 1.2 of Lemma 1.8 all the

conditions of Theorem 3.12 are satis�ed with !

ic

(s) = s

�

ic

for s 2 R

+

(i = 1; : : : ;m). �

Let F 2 V (�), condition (0:3) be ful�lled, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

jF (u)(t)j �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�2

s

2�n

ju(s)j)d

s

r

ic

(s; t); (3.49)

where (3:26){(3:28) hold and �

�

(t) = maxf�

i

(t) : i = 1; : : : ;mg. Moreover,

let (3:42) and (3:43) be ful�lled, where � 2 C(R

+

;R

+

) is a nondecreasing

function satisfying (3:47). Then equation (0:1) has property .
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Proof. By (0.3) and (3.49) inequality (2.17) holds with

'

c

(u)(t) = �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

([�

�

(t)]

n�2

s

2�n

ju(s)j) signu(s)d

s

r

ic

(s; t):

On the other hand, according to (3.42), (3.43) and Lemma 1.8 we have

e'

1c

2M

�

1

(�

�

; �

�

), where �

�

(t) = minf�

i

(t) : i = 1; : : : ;mg and

e'

1c

(u)(t) =

�

n�1

(t)

(n� 1)!

m

Y

i=1

!

ic

(ju(�(t))j) sign u(�(t))�

�

m

Y

i=1

[r

ic

(�

i

(t); t) � r

ic

(�

i

(t); t)]:

Since '

c

satis�es all the conditions of Theorem 3.6, equation (0.1) has prop-

erty on account of Theorem 3.7. �

Let F 2 V (�), condition (0:3) be ful�lled, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have inequality (3:33), where

(3:26) and (3:27) hold and �

ic

2]0;+1[ (i = 1; : : : ;m). Moreover, let

�

c

=

m

X

i=1

�

ic

> 1;

Z

+1

�

n�1

(t)[�

�

(t)]

�

c

(2�n)

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

ic

(n�2)

d

s

r

ic

(s; t)dt = +1;

(3.50)

where �

�

(t) = maxf�

i

(t) : i = 1; : : : ;mg and � 2 C(R

+

;R

+

) is a nonde-

creasing function satisfying (3:48). Then equation (0:1) has property .

Proof. It su�ces to note that by (0.3), (3.33), (3.50) and Corollary 1.2 all

the conditions of Theorem 3.13 are satis�ed with !

ic

(s) = s

�

ic

. �

In Theorems 3.14{3.17 below the following condition will be imposed in F :

jF (u)(t)j �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

ju(s)j

�

i

d

s

r

i

(s; t); for t � t

0

; u 2 H

t

0

;�

; (3.51)

where (3.26) and (3.27) hold and �

i

2]0;+1[ (i = 1; : : : ;m).

Let F 2 V (�), (0:2), (3:51), ((0:3), (3:51)) hold, n be odd

(even), and u : [t

0

;+1[! R be a proper nondecreasing solution of (0:1)

satisfying (2:14

0

). Then the condition

Z

+1

t

n�1

m

Y

i=1

[r

i

(�

i

(t); t)� r

i

(�

i

(t); t)]dt = +1 (3.52)

is su�cient for (0:4) to hold.
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Proof. Assuming that (0.4) is not ful�lled, according to Lemma 1.2 we ob-

tain the contradiction. �

In a similar simple way one can prove

Let F 2 V (�), (0:3) and (3:51) be ful�lled and

Z

+1

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

i

(n�1)

d

s

r

i

(s; t)dt = +1: (3.53)

Moreover, let u : [t

0

;+1[! R be a proper nonoscillatory solution of (0:1)

satisfying (2:14

n

). Then (0:5) holds.

Let F 2 V (�), conditions (0:2), (3:51), (3:52) hold and

P

m

i=1

�

i

= 1. Moreover, let there exist nondecreasing functions

 

i

2 C(R

+

;R

+

) such that  

i

(s) > 0 for s > 0, functions x! x

�

i

 

i

�

1

x

�

are

nondecreasing on ]0;+1[ (i = 1; : : : ;m),

Z

1

0

dx

x

Q

m

i=1

 

i

�

1

x

�

< +1; (3.54)

and for any l 2 f1; : : : ; n� 1g such that l+ n is odd we have

Z

+1

t

n�l�1

�

�

0

(t)

�

�

(t)

�

l

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

i

l

d

s

r

i

(s; t)

 

i

(s[�

0

(t)]

l

[�

�

(t)]

�l

)

dt = +1; (3.55)

where �

�

(t) = maxf�

i

(t) : i = 1; : : : ;mg and �

0

2 C(R

+

;R

+

) is a function

satisfying �

0

(t) � minft; �

�

(t)g for t 2 R

+

and lim

t!+1

�

0

(t) = +1. Then

equation (0:1) has property .

Proof. Let u : [t

0

;+1[! R be a proper nonoscillatory solution of (0.1). By

Lemma 1.1 there is l 2 f0; : : : ; n � 1g such that l + n is odd and (2:14

l

)

holds. It can be assumed without loss of generality that

u

(i)

(t) > 0 (i = 0; : : : ; l); (�1)

i+l

u

(i)

(t) > 0 (3.56)

(i = l; : : : ; n� 1); t � t

0

:

Let l 2 f1; : : : ; n � 1g. Then by (3.56) there are c

0

2]0;+1[ and

t

1

2 [t

0

;+1[ such that

u(t) � c

0

t

l�1

for t � t

1

: (3.57)

Using (3.51) and (3.56), from (0.1) we obtain

u

(n)

(t) +

m

Y

i=1

Z

�

i

(t)

�

i

(t)

u

�

i

(s)d

s

r

i

(s; t) � 0;
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which on account of the nondecreasing character of functions  

i

(i = 1; : : : ;m) implies

u

(n)

(t) +

m

Y

i=1

Z

�

i

(t)

�

i

(t)

u

�

i

(s) 

i

�

c

0

s

l

[�

�

(t)]

l

u(s)

�

 

i

([�

�

(t)]

�l

�

l

0

(t)s)

d

s

r

i

(s; t) � 0 for t � t

�

;

where t

�

2 [t

1

;+1[ is su�ciently large. Therefore u satis�es the di�erential

inequality

u

(n)

(t) + c

0

�

�

0

(t)

�

�

(t)

�

l

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

l�

i

!

i

�

[�

�

(t)]

l

u(s)

c

0

[�

0

(t)]

l

s

l

�

 

i

�

�

�

0

(t)

�

�

(t)

�

l

s

�

d

s

r

i

(s; t) � 0 (3.58)

on [t

�

;+1[ with !

i

(x) = x

�

i

 

i

�

1

x

�

(i = 1; : : : ;m). Following Remark 2.2

and Lemma 2.3 (� = 1) the equation

v

(n)

(t) +

�

�

0

(t)

�

�

(t)

�

l

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

l�

i

d

s

r

i

(s; t)

 

i

([�

0

(t)]

l

[�

�

(t)]

�l

s)

�

�

m

Y

i=1

!

i

(�

�l

0

(t)v(�

0

(t))) = 0 (3.59)

has a solution of type (3.56).

On the other hand, by (3.54), (3.55) and Lemma 1.6 we have

t

n�l�1

l!(n� l)!

�

�

0

(t)

�

�

(t)

�

l

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

l�

i

d

s

r

i

(s; t)

 

i

([�

0

(t)]

l

[�

�

(t)]

�l

s)

m

Y

i=1

!

i

(v(�

0

(t))) 2M

1

(�):

Therefore according to Lemma 3.1 equation (3.59) has no solution of type

(3.56). The obtained contradiction proves that l 62 f1; : : : ; n� 1g.

If n is odd and l = 0, then condition (0.4) is satis�ed by (3.52) and

Lemma 3.3. �

Let F 2 V (�), �

i

(t) � t for t 2 R

+

(i = 1; : : : ;m), (0:2)

and (3:51) hold,

P

m

i=1

�

i

= 1, " 2]0; 1[ and

Z

+1

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

i

(n�1)�"

d

s

r

i

(s; t)dt = +1:

Then equation (0:1) has property .

Similarly to Theorem 3.14 one can prove

Let F 2 V (�), conditions (0:3), (3:51){(3:53) be ful�lled

and

P

m

i=1

�

i

= 1. Moreover, let there exist nondereasing functions

 

i

2 C(R

+

;R

+

) such that  

i

(s) > 0 for s > 0, functions x ! x

�

i

 

i

�

1

x

�

are nondecreasing on ]0;+1[ (i = 1; : : : ;m), (3:55) holds and for any

l 2 f1; : : : ; n � 2g such that l + n is even we have (3:55), where �

�

(t) =

maxf�

i

(t) : i = 1; : : : ;mg and �

0

2 C(R

+

;R

+

) is a function satisfying
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�

0

(t) � minft; �

�

(t)g for t 2 R

+

and lim

t!+1

�

0

(t) = +1. Then equation

(0:1) has property .

Let F 2 V (�), �

i

(t) � t for t 2 R

+

(i = 1; : : : ;m) and

conditions (0:3), (3:51), (3:53) hold,

P

m

i=1

�

i

= 1 and

Z

+1

t

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

i

(n�2)�"

d

s

r

i

(s; t)dt = +1:

Then equation (0:1) has property .

Remark. One cannot take " = 0 in Corollaries 3.10 and 3.11 because in

that case equation (0.1) does not have, in general, property ( ). In this

sense the corresponding theorems are the exact ones.

Let F 2 V (�), conditions (0:2) and (3:51) hold,

P

m

i=1

�

i

> 1 and let for any l 2 f1; : : : ; n� 1g such that l + n is odd

Z

+1

[t

n�l�1

[�

�

(t)]

1�"

+[�(t)]

n�l

]

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

i

(l�1)

d

s

r

i

(s; t)dt=+1;(3.60)

where " 2]0; 1[, �

�

(t) = minft; �

i

(t) : i = 1; : : : ;mg and � 2 C(R

+

;R

+

) is a

nondecreasing function satisfying �(t) � �

�

(t) for t 2 R

+

and

lim

t!+1

�(t) = +1. Then equation (0:1) has property .

Proof. Let u : [t

0

;+1[! R be a proper nonoscillatory solution of (0.1). By

Lemma 1.1 there exists l 2 f0; : : : ; n� 1g such that l+ n is odd and (2:14

l

)

is ful�lled. It is obvious that condition (3.52) holds by (3.60). Therefore if

n is odd and l = 0, then (0.4) is satis�ed by Lemma 3.3.

Let us now assume that l 2 f1; : : : ; n� 1g and

Z

+1

t

n�l�1

�

1�"

�

(t)

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

i

(l�1)

d

s

r

i

(s; t)dt = +1: (3.61)

By virtue of Lemma 2.2 with � = (1� ")=� the equation

v

(n)

(t) +

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

(l�1)�

i

d

s

r

i

(s; t)[�

�

(t)]

�(1�")(l�1)

�

�jv(�

�

(t))j

1�"

sign v(�

�

(t)) = 0 (3.62)

has a solution of type (2:14

l

).

On the other hand, by (3.61) and Corollary 1.1 of Lemma 1.6 we have

t

n�l�1

l!(n� l)!

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

(l�1)�

i

d

s

r

i

(s; t)[�

�

(t)]

1�"

�

�jv(�

�

(t))j

1�"

sign v(�

�

(t)) 2M

1

(�):
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Therefore by Lemma 3.1 equation (3.62) has no solution of type (2:14

l

).

This contradiction proves that l 62 f1; : : : ; n� 1g.

If the condition

Z

+1

�

n�l

(t)

m

Y

i=1

Z

�

i

(t)

�(t)

s

�

i

(l�1)

d

s

r

i

(s; t)dt = +1

is ful�lled, then we can prove l 62 f1; : : : ; n � 1g using Lemmas 2.2 and

3.2. �

Our next theorem is proved similarly.

Let F 2 V (�), conditions (0:3) and (3:51) hold,

P

m

i=1

�

i

>

1, and for any l 2 f1; : : : ; n � 2g such that n + l is even let condition

(3:60) be ful�lled, where " 2]0; 1[, �

�

(t) = minft; �

i

(t) : i = 1; : : : ;mg

and � 2 C(R

+

;R

+

) is a nondecreasing function satisfying �(t) � �

�

(t)

for t 2 R

+

and lim

t!+1

�(t) = +1. Then equation (0:1) has property .

x

4. Necessary and Sufficient Conditions

In this section we shall establish the classes of equations for which the

su�cient conditions obtained in 3.2 turn out to be the necessary ones as

well.

Let F; ' 2 V (�), l 2 f0; : : : ; n � 1g, c

1

; c 2]0;+1[, c

1

< c

and assume that for any u 2 C(R

+

;R), satisfying c

1

t

l

� ju(t)j � ct

l

for

t � t

0

we have

jF (u)(t)j � '(juj)(t) for t � t

0

: (4.1)

Moreover, let

Z

+1

t

n�l�1

'(�)(t)dt < +1; (4.2)

where �(s) = cs

l

for s 2 R

+

and

'(x)(t) � '(y)(t) � 0 for x(s) � y(s) � 0; s 2 [�(t);+1[; (4.3)

Then for any c

0

2 R satisfying l!c

1

< jc

0

j < l!c equation (0:1) has a proper

solution u : [t

�

;+1[! R such that

lim

t!+1

u

(l)

(t) = c

0

: (4.4)

Proof. Using (4.2) we can choose t

�

2 [t

0

;+1[ such that inff�(t) : t �

t

�

g � t

0

and

Z

+1

t

�

t

n�l�1

'(�)(t)dt � min

�

c�

jc

0

j

l!

;

jc

0

j

l!

� c

1

	

: (4.5)
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Let U be the set of all u 2 C([t

0

;+1[;R) satisfying

c

1

t

l

� u(t) sign c

0

� ct

l

for t � t

1

: (4.6)

De�ne T : U ! C([t

0

;+1[;R) by

T (u)(t) =

8

>

<

>

:

c

0

l!

t

l

+

(�1)

n�l�1

(l�1)!(n�l�1)!

R

t

t

�

(t� s)

l�1

R

+1

s

(� � s)

n�l�1

�

�F (u)(s)d� ds for t � t

�

c

0

l!

t

l

for t

0

� t < t

�

(4.7)

if l 2 f1; : : : ; n� 1g, and by

T (u)(t) =

(

c

0

+

(�1)

n+1

(l�1)!

R

+1

t

(s� t)

n�1

F (u)(s)ds for t � t

�

T (u)(t

�

) for t

0

� t < t

�

(4.8)

if l = 0. By virtue of (4.1), (4.3), (4.5){(4.8) we have T (U) � U . It is

easy to verify that the operator T satis�es all the conditions of Lemma 2.1.

Therefore T has a �xed point u which is obviously a solution of (0.1) on

[t

�

;+1[ satisfying (4.4). �

Let F 2 V (�), condition (0:2) be ful�lled, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(s

1�n

ju(s)j)d

s

r

ic

(s; t) � jF (u)(t)j �

� �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(s

1�n

ju(s)j)d

s

r

ic

(s; t); (4.9)

where � 2 [1;+1[, (3:26){(3:28) hold and �

i

(t) � t for t 2 R

+

(i =

1; : : : ;m). Moreover, let (3:30) be valid. Then condition (3:31) is neces-

sary and su�cient for equation (0:1) to have property .

Proof. Su�ciency. By virtue of (0.2), (3.30), (3.31) and (4.9) the conditions

of Theorem 3.9 are obviously satis�ed with �

�

(t) = �

�

(t) = maxf�

i

(t) : i =

1; : : : ;mg � t for t 2 R

+

. Therefore according to the same theorem equation

(0.1) has property .

Necessity. Assume that equation (0.1) has property and for some c

Z

+1

m

Y

i=1

[r

ic

(�

i

(t); t)� r

ic

(�

i

(t); t)]dt < +1: (4.10)

Conditions (4.1) and (4.2), where l = n� 1 and

'(juj)(t) = �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(s

1�n

ju(s)j)d

s

r

ic

(s; t); �(s) = cs

n�1
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are obviously ful�lled on account of (4.9) and (4.10). Therefore, following

Lemma 4.1, there exists c

0

6= 0 such that equation (0.1) has a proper solution

u : [t

�

;+1[! R satisfying lim

t!+1

u

(n�1)

(t) = c

0

. But this contradicts

the fact that equation (0.1) has property . �

Let F 2 V (�), condition (0:2) be ful�lled, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

m

Y

i=1

Z

�

i

(t)

�

i

(t)

ju(s)j

�

ic

d

s

r

ic

(s; t) � jF (u)(t)j �

� �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

ju(s)j

�

ic

d

s

r

ic

(s; t); (4.11)

where � 2 [1;+1[, (3:26) and (3:27) hold, �

ic

2]0; 1[ (i = 1; : : : ;m),

P

m

i=1

�

ic

= � < 1 and �

i

(t) � t for t 2 R

+

(i = 1; : : : ;m). Then the

condition

Z

+1

m

Y

i=1

Z

�

i

(t)

�

i

(t)

s

�

ic

(n�1)

d

s

r

i

(s; t) = +1 (4.12)

is necessary and su�cient for equation (0:1) to have property .

Proof. Su�ciency. Since in the case under consideration �

�

(t) = �

�

(t) for

t 2 R

+

, (4.12) coincides with (3.37) and thus the su�ciency follows from

Corollary 3.4.

Necessity. Assume that equation (0.1) has property and (4.12) is not

ful�lled for some c. Then by (4.1) and Lemma 4.1 there exists c

0

6= 0

such that equation (0.1) has a proper solution u : [t

�

;+1[! R satisfying

lim

t!+1

u

(n�1)

(t) = c

0

. But this contradicts the fact that equation (0.1)

has property . �

Let F 2 V (�), condition (0:3) be ful�lled, and let for any

su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(s

2�n

ju(s)j)d

s

r

ic

(s; t) � jF (u)(t)j �

� �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(s

2�n

ju(s)j)d

s

r

ic

(s; t); (4.13)
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where � 2 [1;+1[, (3:26){(3:28) hold and �

i

(t) � t for t 2 R

+

(i =

1; : : : ;m). Moreover, let (3:30) be valid. Then the conditions

Z

+1

t

m

Y

i=1

[r

ic

(�

i

(t))� r

ic

(�

i

(t); t)]dt = +1; (4.14)

Z

+1

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(s)d

s

r

ic

(s; t)dt =1 (4.15)

are necessary and su�cient for equation (0:1) to have property .

Proof. Su�ciency. Since in the case under consideration �

�

(t) = �

�

(t) for

t 2 R

+

, (4.14), (4.15) coincide with (3.39), (3.40). Therefore the su�ciency

follows from Theorem 3.10.

Necessity. Assume that equation (0.1) has property and condition

(4.14) ((4.15)) is not ful�lled for some c > 0. Then by (4.13) and Lemma 4.1

equation (0.1) has a proper solution u : [t

�

;+1[! R satisfying lim

t!+1

u

(n�2)

(t) =

c

0

(lim

t!+1

u

(n�1)

(t) = c

0

) where c

0

6= 0. But this contradicts the fact

that equation (0.1) has property . �

Let all the conditions of Corollary 4:1 be ful�lled except

(0:2) which is to be replaced by (0:3). Then condition (4:12) is necessary

and su�cient for equation (0:1) to have property .

Proof. Since in the case under consideration �

�

(t) = �

�

(t) for t 2 R

+

, the

su�ciency follows from Corollary 3.5. Assuming that equation (0.1) has

property and (4.12) is not ful�lled, we can show, as while proving Corol-

lary 4.1, that equation (0.1) has a proper solution u : [t

�

;+1[! R satisfying

lim

t!+1

u

(n�1)

(t) = c

0

, where c

0

6= 0, which is the contradiction. �

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and let for

any su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2 H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(ju(s)j)d

s

r

ic

(s; t) � jF (u)(t)j �

� �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

!

ic

(ju(s)j)d

s

r

ic

(s; t) for t � t

c

; (4.16)

where � 2 [1;+1[, (3:26){(3:28) hold and

lim

t!+1

�

i

(t)

t

> 0 (i = 1; : : : ;m): (4.17)

Moreover, let (3:42) be valid. Then the condition

Z

+1

t

n�1

m

Y

i=1

[r

ic

(�

i

(t); t)� r

ic

(�

i

(t); t)]dt = +1 (4.18)
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is necessary and su�cient for equation (0:1) to have property ( ).

Proof. Su�ciency. By (4.17) there exist � 2]0;+1[ and t

0

2 R

+

such that

�

i

(t) � �t for t � t

0

(i = 1; : : : ;m): (4.19)

It is obvious that condition (3.43), where �(t) = �t, is ful�lled by virtue of

(4.18) and (4.19). Therefore all the conditions of Theorem 3.11 are satis�ed

by (0.2) ((0.3)) and (4.16){(4.18), thereby implying the su�ciency of (4.18).

Necessity. Assume that equation (0.1) has property ( ) and (4.18) is

not ful�lled for some c > 0. Then it can be shown by (4.16) and Lemma

4.1 that equation (0.1) has a proper solution u : [t

�

;+1[! R satisfying

lim

t!+1

u(t) = c

0

, where c

0

6= 0. But this contradicts the fact that (0.1)

has property ( ). �

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled, and let

for any su�ciently large c > 0 there exist t

c

2 R

+

such that for any u 2

H

t

c

;�

satisfying 1=c � ju(t)j � ct

n�1

for t � t

c

we have inequality (4:11),

where � 2 [1;+1[, (3:26) and (3:27) hold, �

ic

2]0;+1[ (i = 1; : : : ;m) and

P

m

i=1

�

ic

> 1. Then condition (4:18) is necessary and su�cient for equation

(0:1) to have property ( ).

Proof. The su�ciency follows from Corollary 3.6. The necessity can be

proved similarly to Theorem 4.3. �

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled and let

there exist t

0

2 R

+

such that for any u 2 H

t

0

;�

we have

p(t)

Z

�

1

(t)

�

1

(t)

ju(s)j

�

ds � jF (u)(t)j �

� �p(t)

Z

�

1

(t)

�

1

(t)

ju(s)j

�

ds for t � t

0

; (4.20)

where p 2 L

loc

(R

+

;R

+

), � > 1, � 2 [1;+1[, �

1

; �

1

2 C(R

+

;R

+

), �

1

(t) �

�

1

(t) for t 2 R

+

, lim

t!+1

�

1

(t) = +1 and

lim

t!+1

�

1

(t)

�

1

(t)

< 1; lim

t!+1

�

1

(t)

t

> 0: (4.21)

Then the condition

Z

+1

�

1

(t)t

n�1

p(t)dt = +1 (4.22)

is necessary and su�cient for equation (0:1) to have property ( ).
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Proof. Su�ciency. By (4.21) there exist � 2]0;+1[ and t

1

2 R

+

such that

�

1

(t) � �t for t � t

1

. Therefore by (4.20) and (4.21) condition (3.45) holds

with m = 1, r

1c

(s; t) = p(t)s and �(t) = �t. Due to Corollary 3.6 we easily

ascertain that (4.22) is su�cient for equation (0.1) to have property ( ).

Necessity. Assume that equation (0.1) has property ( ) and (4.22)

is not ful�lled. Then by Lemma 4.1 and (4.20), (4.21) we �nd that for

any c 6= 0 equation (0.1) has a proper solution u : [t

0

;+1[! R satisfying

lim

t!+1

u(t) = c. But this contradicts the fact that (0.1) has property

( ). �
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CHAPTER II

In this chapter we derive su�cient conditions for functional di�erential

equations with a linear minorant to have property or . The results

obtained are new not only for equations of form (0.1) but can be regarded

as improving to a certain extent the well-known earlier results for linear

ordinary di�erential equations [11, 12].

x

5. Linear Differential Inequalities with a Deviating

Argument

Let us consider linear di�erential inequalities with

a deviating argument

u

(n)

(t) signu(�(t)) + p(t)ju(�(t))j � 0 (5.1)

and

u

(n)

(t) signu(�(t)) � p(t)ju(�(t))j � 0; (5.2)

where n � 2, p 2 L

loc

(R

+

;R

+

), � 2 C(R

+

;R

+

), lim

t!+1

�(t) = +1.

Throughout this section it will be assumed that the following condition is

ful�lled:

Z

+1

0

�

n�1

0

(t)p(t)dt = +1; (5.3)

where

�

0

(t) = minft; �(t)g: (5.4)

Let p 2 L

loc

(R

+

;R

+

) and

R

+1

t

p(s)ds > 0 for t 2 R

+

. Then

for the equation

u

(n)

(t)� p(t)u(t) = 0 (5.5)

to have a solution satisfying (2:14

n�2

) it is necessary and su�cient that the

equation

u

(n)

(t)� (�1)

n

p(t)u(t) = 0 (5.6)

have a solution satisfying (2:14

2

).

The validity of Lemma 5.1 is proved similarly to that of Lemma 1.4 [11].

Let n � 4 and equation (5:5) have a solution satisfying

(2:14

l

) where l 2 f2; : : : ; n � 2g and l + n is even. Then it has a solution

satisfying (2:14

n�2

).
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Proof. Let equation (5.5) have a solution satisfying (2:14

l

), where l2f2; : : : ;

n� 2g and l+n is even. Assume that l 2 f3; : : : ; n� 4g

4

. Then by Lemma

1.3 and (2.14

l

) we have

ju

(l�2)

(t)j � ju

(l�2)

(t

�

)j+

1

(n� 3)!

Z

t

t

�

(t� s)�

�

Z

+1

s

(� � s)

n�3

p(�)ju

(l�2)

(�)jd� ds for t 2 [t

�

;+1[;

where t

�

su�ciently large. Hence applying Lemmaa 2.1 it is easy to show

that there exists a continuous function v : [t

�

;+1[! R such that

v(t) = ju

(l�2)

(t

�

)j+

1

(n� 3)!

Z

t

t

�

(t� s)

Z

+1

s

(� � s)

n�3

p(�)v(�)d� ds;

ju

(l�2)

(t

�

)j � v(t) � ju

(l�2)

(t)j for t 2 [t

�

;+1[:

It is clear that v is a solution of equation (5.6) satisfying (2.14

2

). Thus by

Lemma 5.1 equation (5.5) has a solution satisfying (2.14

n�2

). �

Let �(t) � t for t 2 R

+

. For the di�erential inequality (5:1)

to have property it is necessary and su�cient that it have no solution

satisfying (2:14

n�1

).

Proof. Since the necessity is obvious, we shall prove the su�ciency. Let

(5.1) have no property and u

0

(t) be its nonoscillatory proper solution.

By Lemma 1.2 there exists l 2 f0; : : : ; n � 1g such that l + n is odd and

(2.14

l

) is ful�lled. When n is odd and l = 0, (0.4) holds by (5.3), (5.4).

Assume that l 2 f1; : : : ; n� 3g. Then by Remark 2.2 the equation

u

(n)

(t) + q(t)u(t) = 0 (5.7)

has a solution satisfying (2:14

l

) where

q(t) = p(t)

u

0

(�(t))

u

0

(t)

:

Therefore by [9, Lemmas 1.3 and 1.5] equation (5.7) has a solution u

1

(t)

satisfying (2.14

n�1

). Thus there exists t

�

2 R

+

such that on the interval

[t

�

;+1[ u

1

(t) is a solution of the equation

u

(n)

(t) + q

1

(t)u(�(t)) = 0;

where

q

1

(t) = p(t)

u

0

(�(t))u

1

(t)

u

0

(t)u

1

(�(t))

:

On the other hand, by Lemma 1.3 we have

u

0

(t)

t

l

# and

u

1

(t)

t

l

" as t " +1:

4

for l = 2 the validity of this corollary follows from Lemma 5.1.
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Thus it is clear that there exists t

�

2 [t

�

;+1[ such that

u

0

(�(t))u

1

(t)

u

0

(t)u

1

(�(t))

� 1 for t 2 [t

�

;+1[:

Therefore on the interval [t

�

;+1[ di�erential inequality (5.1) has a solution

satisfying (2.14

n�1

). The obtained contradiction proves the su�ciency. �

Let �(t) � t for t 2 R

+

. For (5:2) to have property it

is necessary and su�cient when n is even (when n is odd) that it have no

solution satisfying (2:14

n�2

) ((2:14

1

) and (2:14

n�2

)).

Proof. The necessity is obvious. By virtue of Corollary 5.1 we shall can

prove the su�ciency likewise to Lemma 5.2. �

Similarly to Lemmas 5.2 and 5.3 one can prove

Let �(t) � t for t 2 R

+

. Then for (5:1) to have property

it is necessary and su�cient when n is even (when n is odd) that it have no

solution saatisfying (2:14

1

) ((2:14

2

) and (2:14

n�1

)).

Let �(t) � t for t 2 R

+

. Then for (5:2) to have property it

is necessary and su�cient when n is even (n is odd) that it have no solution

satisfying (2:14

2

) ((2:14

1

)).

Denote

�

�

(t) = inff�

0

(s) : s � tg; �

1

(t) = maxfs : �

�

(s) � tg;

�

i

(t) = �

1

(�

i�1

(t)) (i = 2; 3; : : : ):

Let l 2 f1; : : : ; n � 1g, l + n be odd (l + n be even) and u :

[t

0

;+1[! R be a nonoscillatory proper solution of (5:1) ((5:2)) satisfying

(2:14

l

). Then there exists t

1

2 [t

0

;+1[ such that for any k 2 N we have

ju

(l)

(s)j � exp

n

1

l!(n� l � 1)!

Z

t

s

p(�)(� � s)

n�l�1

�

l

�

(�)�

�'

lk

(�; t

1

)d�

o

u

l

(t; s) for t � s � �

k

(t

1

); (5.8)

where

u

l

(t; s) =

n�1

X

i=l

(t� s)

i�l

(i� l)!

ju

(i)

(t)j; '

l1

(t; t

1

) = 0;

'

li

(t; t

1

) = exp

n

1

l!(n� l � 1)!

Z

t

�

�

(t)

p(�)(� � �

�

(t))

n�l�1

�

��

�

(�)�

l�1

(�)'

l i�1

(�; t

1

)d�

o

for t � �

i

(t

1

) (i = 2; : : : ; k):

(5:9

l

)
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Proof. It can be assumed without loss of generality that u(t) > 0 for t 2

[t

0

;+1[. Since

du

l

(t; s)

dt

= �

(t� s)

n�l�1

(n� l � 1)!

ju

(n)

(t)j and u

l

(s; s) = u

(l)

(s);

we obtain

u

(l)

(s) = exp

n

Z

t

s

(� � s)

n�l�1

(n� l � 1)!

ju

(n)

(�)j

u

l

(�; s)

d�

o

u

l

(t; s) for t � t

1

(5.10)

and

u

(l)

(�

�

(t))=exp

n

Z

t

�

�

(t)

(���

�

(t))

n�l�1

(n�l�1)!

ju

(n)

(�)j

u

l

(�; �

�

(t))

d�

o

u

l

(t; �

�

(t)) for t�t

1

;

where t

1

= �

1

(t

0

). Keeping in mind that u

l

(�; �) is a nonincreasing function,

the latter equality gives us

u

(l)

(�

�

(t)) � exp

n

Z

t

�

�

(t)

(� � �

�

(t))

n�l�1

(n� l � 1)!

ju

(n)

(�)j

u

l

(�; �

�

(�))

d�

o

u

l

(t; �

�

(t))

for t 2 [t

1

;+1[:

Hence by virtue of (5.10) and (5.1) ((5.2)) we immediately obtain (5.8)

where the function '

lk

is de�ned by means of (5:9

l

). �

Let l 2 f1; : : : ; n� 1g, l + n be odd (l + n be even), and u :

[t

0

;+1[! R be a nonoscillatory proper solution of (5:1) ((5:2)) satisfying

(2:14

l

). Then there exists t

1

2 [t

0

;+1[ such that for any k 2 N we have

ju

(l�1)

(t)j�

�

t+

1

(n� l� 1)!

Z

t

�

k+1

(t

1

)

s

n�l

 

lk

(s; t

1

)p(s)ds

�

ju

(l)

(t)j (5:11

l

)

for t � �

k+1

(t

1

);

where for l = n� 1 the function  

n�1 k

is de�ned by

 

n�1 1

(t; t

1

) = 0;  

n�1 i

(t; t

1

) =

1

(n� 2)!

Z

�

�

(t)

�

i

(t

1

)

(�

�

(t)� s)

n�2

�

� exp

n

Z

t

s

p(�) 

n�1 i�1

(�; t

1

)d�

o

ds (5.12)

for t � �

i+1

(t

1

) (i = 2; : : : ; k);
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while for l < n� 1 the function  

lk

is de�ned by

 

l1

(t; t

1

) = 0;  

li

(t; t

1

) =

1

(l � 1)!

Z

�

�

(t)

�

i

(t

1

)

(�

�

(t)� s)

l�1

�

� exp

n

1

(n� l � 2)!

Z

t

s

 

l i�1

(�; t

1

)�

1�l

�

(�)

Z

+1

�

(�

1

� �)

n�l�2

�

��

l�1

(�

1

)p(�

1

)d�

1

d�

o

ds for t � �

i+1

(t) (i = 2; : : : ; k): (5:13

l

)

Proof. It can be assumed without loss of generality that u(t) > 0 for t 2

[t

0

;+1[. Then the equality

u

(l)

(t) = u

(l)

(t

1

) exp

n

�

Z

t

t

1

ju

(l+1)

(s)j

u

(l)

(s)

ds

o

; (5.14)

where t

1

2 [t

0

;+1[ is su�ciently large, implies

u(t) �

u

(l)

(t

1

)

(l � 1)!

Z

t

t

1

(t� s)

l�1

exp

n

�

Z

s

t

1

ju

(l+1)

(�)j

u

(l)

(�)

d�

o

ds (5.15)

for t 2 [t

1

;+1[:

Consider the case l = n� 1. By (5.14), (5.15) and (5.1) we obtain

u(�

�

(t))

u

(n�1)

(t)

�

1

(n� 2)!

Z

�

�

(t)

t

1

(�

�

(t)� s)

n�2

�

� exp

n

Z

t

s

p(�)

u(�

�

(�))

u

(n�1)

(�)

d�

o

ds for t � �(t

1

);

from which it follows

u(�

�

(t)) �  

n�1 k

(t; t

1

)u

(n�1)

(t) for t � �

k

(t

1

): (5.16)

On the other hand, from (1.14

n�2 n

) we obtain

u

(n�2)

(t) � tu

(n�1)

(t) +

Z

t

�

k+1

(t

1

)

sp(s)u(�

�

(s))ds for t 2 [�

k+1

(t

1

);+1[:

Therefore (5.16) implies that inequality (5.11

n�1

) is valid.

Now consider the case l 2 f1; : : : ; n� 2g. By (5.14), (5.15)

u(�

�

(t))

u

(l)

(t)

�

1

(l � 1)!

Z

�

�

(t)

t

1

(�

�

(t)� s)

l�1

�

� exp

n

Z

t

s

ju

(l+1)

(�)j

u

(l)

(�)

d�

o

ds for t � �(t

1

):
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Taking into account (1.9) and the fact that u(t)=t

l�1

is a nondecreasing

function, from the latter inequality we have

u(�

�

(t))

u

(l)

(t)

�

1

(l � 1)!

Z

�

�

(t)

t

1

(�

�

(t)� s)

l�1

exp

n

1

(n� l � 2)!

Z

t

s

u(�

�

(�))

u

(l)

(�)

�

��

1�l

�

(�)

Z

+1

�

(�

1

� �)

n�l�2

�

l�1

(�

1

)p(�

1

)d�

1

d�

o

ds for t � �(t

1

):

So that

u(�

�

(t)) �  

lk

(t; t

1

)u

(l)

(t) for t � �

k

(t

1

); (5.17)

where the function  

lk

(t; t

1

) is de�ned by (5.13

l

).

On the other hand, according to (1.14

l�1 n

) and (2.14

l

) we have

u

(l�1)

(t) � tu

(l)

(t) +

1

(n� l� 1)!

Z

t

�

k+1

(t

1

)

s

n�l

p(s)u(�

�

(s))ds

for t � �

k+1

(t

1

):

which by virtue of (5.17) implies that inequality (5.11

l

) is valid. �

For (5:1) ((5:2)) not to have a solution satisfying (2:14

l

)

where l 2 f1; : : : ; n � 1g aand l + n is odd (l + n is even), it is su�cient

that for some k

0

2 N

lim

t!+1

h

Z

t

�

�

(t)

(s� �

�

(t))

n�l�1

�

l

�

(s)e'

lk

0

(s; t; 0)p(s)ds+

+

e

 

lk

0

(t; 0)

Z

+1

t

(s� �

�

(t))

n�l�1

�

l�1

(s)p(s)ds

i

> l!(n� l � 1)!; (5.18)

where

e'

lk

0

(s; t; t

1

) = exp

n

1

l!(n� l � 1)!

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))

n�l�1

�

��

l

�

(�)'

lk

0

(�; t

1

)d�

o

ds; (5:19

l

)

e

 

lk

0

(t; t

1

)=�

�

(t)+

1

(n� l � 1)!

Z

�

k

0

+1

(t

1

)

�

�

(t)

s

n�l

 

lk

0

(s; t

1

)p(s)ds; (5:20

l

)

'

lk

0

(t; t

1

) is de�ned by (5:9

l

), while  

lk

0

(t; t

1

) is given by (5:12) and (5:13

l

).

Proof. Assume the contrary. Let (5.1) ((5.2)) have a solution u : [t

0

;+1[!

R satisfying (2.14

l

) where l 2 f1; : : : ; n� 1g and l+n is odd (l+n is even).

Since condition (1.10) is ful�lled due to (5.3) ((5.4)), by Lemmas 1.3, 5.6

and 5.7 there exists t

1

2 [t

0

;+1[ such that

ju(�(t))j �

�

l�1

(t)

l!

ju

(l�1)

(�(t))j for t 2 [t

1

;+1[; (5.21)
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ju

(l�1)

(�(t))j � ju

(l�1)

(�

�

(t))j � �

�

(t)ju

(l)

(�

�

(t))j for t � t

1

; (5.22)

ju

(l)

(�

�

(s))j � e'

lk

0

(s; t; t

1

)ju

(l)

(�

�

(t))j for t � �

k

0

+1

(t

1

); (5.23)

ju

(l�1)

(�

�

(t))j �

e

 

lk

0

(t; t

1

)ju

(l)

(�

�

(t))j for t � �

k

0

+1

(t

1

): (5.24)

By virtue of (5.18), (5:19

l

) and (5:20

l

) it is clear that

lim

t!+1

h

Z

t

�

�

(t)

(s� �

�

(t))

n�l�1

�

l

�

(s)p(s)e'

lk

0

(s; t; t

1

)ds+

e

 

lk

0

(t; t

1

)�

�

Z

+1

t

(s� �

�

(t))

n�l�1

�

l�1

(s)p(s)ds

i

> l!(n� l � 1)!: (5.25)

On the other hand, by (2:14

l

), (5.21){(5.24) we obtain from (5.1) ((5.2))

ju

(l)

(�

�

(t))j �

1

(n� l � 1)!

�

Z

t

�

�

(t)

(s� �

�

(t))

n�l�1

p(s)ju(�(s))jds +

+

Z

+1

t

(s� �

�

(t))

n�l�1

p(s)ju(�(s))jds

�

�

ju

(l)

(�

�

(t))j

l!(n� l � 1)!

�

�

�

Z

t

�

�

(t)

(s� �

�

(t))

n�l�1

�

l

�

(s)p(s)e'

lk

0

(s; t; t

1

)ds+

+

e

 

lk

0

(t; t

1

)

Z

+1

t

(s� �

�

(t))

n�l�1

�

l�1

(s)p(s)ds

�

which contradicts (5.25). The obtained contradiction proves the validity of

the lemma. �

For (5:1) ((5:2)) not to have a proper solution satisfying

(2:14

l

) where l 2 f1; : : : ; n�1g and l+n is odd (l+n is even), it is su�cient

that

lim

t!+1

Z

t

�

�

(t)

�

l

�

(s)(s� �

�

(t))

n�l�1

p(s) exp

n

1

l!(n� l � 1)!

�

�

Z

�

�

(t)

�

�

(s)

p(s)(� � �

�

(s))

n�l�1

�

l

�

(�)d�

o

ds > l!(n� l � 1)! :

For (5:1) ((5:2)) not to have a proper solution satisfying

(2:14

l

) where l 2 f1; : : : ; n�1g and l+n is odd (l+n is even), it is su�cient

that

lim

t!+1

�

�

�

(t) +

1

l!(n� l � 1)!

Z

�

�

(t)

0

s

n�l

�

l

�

(s)p(s)ds

�

�

�

Z

+1

t

(s� �

�

(t))

n�l�1

�

l�1

(s)p(s)ds > l!(n� l� 1)! :
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Let l 2 f1; : : : ; n� 1g, l + n be odd (l + n be even), �(t) � t

for t 2 R

+

and

lim

t!+1

Z

t

�

�

(t)

p(s)(s� �

�

(t))

n�l�1

�

l

�

(s)ds >

l!(n� l� 1)!

e

: (5.26)

Then (5:1) ((5:2)) has no proper solution satisfying (2:14

l

).

Proof. To prove the lemma it su�ces to show that the conditions of Lemma

5.8 are ful�lled. By (5.26) there exist t

1

2 R

+

and c 2

i

l!(n�l�1)!

e

;+1

h

such

that

Z

t

�

�

(t)

p(s)(s� �

�

(t))

n�l�1

�

l

�

(s)ds � c for t � t

1

: (5.27)

Choose k

0

2 N such that

�

ec

l!(n� l� 1)!

�

k

0

> [(n� l � 1)! l!]

2

4

c

2

: (5.28)

By virtue of (5:9

l

), (5.27) we have

'

li

(t; t

1

) �

�

ec

l!(n� l � 1)!

�

i

for t � �

i

(t

1

) (i = 1; : : : ; k

0

):

Therefore

Z

t

�

�

(t)

�

l

�

(s)s

n�l�1

p(s) exp

n

1

l!(n� l � 1)!

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))

n�l�1

�

l

�

(s)�

�'

lk

0

(�; t

1

)d�

o

ds �

h

ec

l!(n� l � 1)!

i

k

0

1

l!(n� l � 1)!

Z

t

�

�

(t)

�

l

�

(s)s

n�l�1

�

�p(s)

Z

�

�

(t)

�

�

(s)

p(�)�

l

�

(�)(� � �

�

(s))

n�l�1

d� ds for t � �

k

0

(t

1

): (5.29)

On the other hand, by (5.27) for any t � �

k

0

(t

1

) there is t

�

2 [�

�

(t); t] such

that

Z

t

�

�

�

(t)

p(s)(s� �

�

(t))

n�l�1

�

l

�

(s)ds =

c

2

;

Z

�

�

(t)

�

�

(t

�

)

p(s)(s� �

�

(t))

n�l�1

�

l

�

(s)ds �

c

2

:
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Now using (5.28) and (5.29), we obtain

Z

t

�

�

(t)

�

l

�

(s)(s� �

�

(t))

n�l�1

p(s) exp

n

1

l!(n� l � 1)!

�

�

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))

n�l�1

�

l

�

(�)'

lk

0

(�; t

1

)d�

o

ds �

�

h

ec

l!(n� l � 1)!

i

k

0

c

2

4l!(n� l � 1)!

> l!(n� l � 1)! for t � �

k

0

(t

1

):

Therefore (5.18) is ful�lled. �

Remark 5.1. One cannot replace (5.26) by

lim

t!+1

Z

t

�

�

(t)

p(s)�

l

�

(s)(s� �

�

(t))

n�l�1

ds >

l!(n� l � 1)!

e

� "; (5.30)

where " is an arbitrarily small positive number.

Indeed, let " 2

i

0;

l!(n�l�1)!

e

h

. Choose � 2 [l� 1; l] such that

j�(��1) � � � (�+1�l)(1�

l

(��l))(��l�1) � � � (�+1�n)j>l!(n�l�1)!�"e;

where



l

=

(

0 for l = n� 1

P

n�l�1

i=1

1

n�l�i

for l < n� 1:

Clearly the equation

u

(n)

(t) + p(t)u(�(t)) = 0 (u

(n)

(t)� p(t)u(�(t)) = 0);

5

where �(t) = �t, � = e

1

��l

, p(t) = j�(� � 1) : : : (� � (l � 1))(� � l) : : : (� +

1� n)j�

��

t

�n

, has a solution u(t) = t

�

and, moreover, condition (5.30) is

ful�lled.

Let l 2 f1; : : : ; n� 1g, l+n be odd (l+n be even), �(t) � t

for t 2 R

+

and

lim

t!+1

Z

t

�

�

(t)

p(s)(s� �

�

(t))

n�l�1

�

l

�

(s)ds = c > 0:

6

(5.31)

5

it is assumed that l + n is odd (l + n is even).
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Then for (5:1) ((5:2)) not to have a proper solution satisfying (2:14

l

), it is

su�cient that

lim

t!+1

Z

t

�

�

(t)

�

l

�

(s)(s� �

�

(t))

n�l�1

p(s) exp

n

x

0

l!(n� l � 1)!

�

�

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))

n�l�1

�

l

�

(�)d�

o

ds > l!(n� l � 1)!; (5.32)

where x

0

is the smallest root of the equation exp

n

c

l!(n�l�1)!

x

o

= x.

Proof. By (5.32) there exists " 2]0; x

0

[ such that

lim

t!+1

Z

t

�

�

(t)

�

l

�

(s)(s� �

�

(t))

n�l�1

p(s) exp

n

x

0

� "

l!(n� l � 1)!

�

�

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))

n�l�1

�

l

�

(�)d�

o

ds > l!(n� l � 1)!:

Therefore by virtue of Lemma 5.8 it su�ces for us to show that there exists

k

0

2 N such that

lim

t!+1

'

lk

0

(t; 0) > x

0

� ": (5.33)

By (5.29) there are numbers c

�

2]0; c] and t

0

2 R

+

such that

Z

t

�

�

(t)

�

l

�

(s)(s� �

�

(t))

n�l�1

p(s)ds � c

�

for t � t

0

; x

�

0

> x

0

� "; (5.34)

where x

�

0

is the smallest root of the equation

exp

n

c

�

x

l!(n� l � 1)!

o

= x: (5.35)

According to (5:9

l

) and (5.34) we have '

li

(t; 0) � �

i

for t � �

i

(t

0

) (i =

1; 2; : : : ), where �

1

= 0, �

i

= expf

c

�

�

i�1

l!(n�l�1)!

g (i = 2; 3; : : : ).

Denote x

�

= lim

i!+1

�

i

. Since x

�

is a solution of

equation (5.35), there exists k

0

2 N such that (5.33) is ful�lled. �

Assume that

lim

t!+1

�

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds > � > 0; (5.36)

6

it is assumed that c �

l!(n�l�1)!

e

. Otherwise condition (5.26) is ful�lled and condition

(5.32) becomes unnecessary.
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there exists " > 0 such that

lim

t!+1

�

��(n�1)

�

(t)

Z

�

�

(t)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

(s)

ds >

�(n� 2)!

�

+ " (5.37)

for all � 2

h

�

(n� 1)!

; 1

i

and for some natural m

lim

t!+1

�

�

�

(t) +

1

(n� 1)!

Z

�

�

(t)

0

p(s)s�

m

�

(s)ds

�

�

�

Z

+1

t

�

n�2

(s)p(s)ds > (n� 1)!: (5.38)

Then (5:1) has no proper solution satisfying (2:14

n�1

).

Proof. By Lemma 5.8 it su�ces to show that there is a number k

0

2 N such

that

 

n�1 k

0

(t; 0) � �

m

�

(t) for t � t

�

; (5.39)

where t

�

is su�ciently large.

Put

lim

t!+1

 

n�1 i

(t; 0)

�

n�2

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds = �

i

(i = 1; 2; : : : );

lim

i!+1

�

i

= �

�

:

(5.40)

By (5.12) and (5.36) we readily �nd that �

�

�

�

(n�1)!

. Show that �

�

> 1.

Assume the contrary, i.e. �

�

� 1. By (5.36), (5.37) and (5.40) there exist

t

0

2 [�(1);+1[, "

0

2]0; �

�

[ and k 2 N such that

lim

t!+1

�

�

�

�(n�1)�"

0

�

(t)

Z

�

�

(t)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

�"

0

�

(s)

ds >

�

�

(n� 2)!

�

; (5.41)

�

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds > � for t � t

0

;

 

n�1 i

(t; 0)

Z

+1

t

�

n�2

�

(s)p(s)ds�(�

�

� "

0

)�

n�2

�

(t)

(i = k; k + 1; : : : ) for t � t

0

:
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Therefore

 

n�1 i

(t; 0) �

1

(n� 2)!

Z

�

�

(t)

�

i

(t

0

)

(�

�

(t)� s)

n�2

exp

n

Z

t

s

(�

�

� "

0

)�

n�2

�

(�)�

�p(�)

h

Z

+1

�

�

n�2

�

(�

1

)p(�

1

)d�

1

i

�1

d�

o

ds �

�

�

�

�"

0

(n� 2)!

�

�

�

Z

+1

t

�

n�2

�

(s)p(s)ds

�

"

0

��

�

�

Z

�

�

(t)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

�"

0

�

(s)

ds�

�

Z

�

i

(t

0

)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

�"

0

�

(s)

ds

�

for t � t

0

(i = k; k + 1; : : : ):

Hence by (5.41) we obtain

 

n�1 i

(t; 0)

�

n�2

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds�

�

�

�

�"

0

(n�2)!

�

�

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds

�

1��

�

+"

0

�

��

�

�

�(n�1+"

0

)

�

(t)

�

Z

�

�

(t)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

�"

0

�

(s)

ds�

Z

�

i

(t

0

)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

�"

0

�

(s)

ds

�

�

�

��

�

�

�(n�1+"

0

)

�

(t)

(n� 2)!

�

Z

�

�

(t)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

�"

0

�

(s)

ds�

�

Z

�

i

(t

0

)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

�"

0

(s)

ds

�

for t � t

0

(i = k; k + 1; : : : ):

Therefore by (5.41)

lim

t!+1

 

n�1 i

(t; 0)

�

n�2

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds > �

�

which contradicts the de�nition of �

�

. The obtained contradiction proves

that �

�

> 1. On the other hand, since we can assume that

lim

t!+1

�

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds � n� 1

(otherwise we have (5.18) with l = n � 1), we easily �nd that there exists

k

0

2 N such that (5.39) holds. �

Let

lim

t!+1

t

Z

+1

t

�

n�1

�

(s)

s

p(s)ds > M

n

; (5.42)

where M

n

= maxfx(1 � x) : : : (n � 1 � x) : x 2 [0; 1]g. Then (5:1) has no

proper solution satisfying (2:14

n�1

).
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Proof. Let (5.1) have a proper solution u : [t

0

;+1[! R satisfying (2:14

n�1

).

By Lemma 1.3 there is t

1

2 [t

0

;+1[ such that

ju(�(t))j

�

n�1

�

(t)

�

ju(�

�

(t))j

�

n�1

�

(t)

�

ju(t)j

t

n�1

for t 2 [t

1

;+1[:

Thus it is clear that on the interval [t

1

;+1[ the function u is a solution of

the di�erential inequality

u

(n)

(t) signu(t) + q(t)ju(t)j � 0; (5.43)

where

q(t) =

�

n�1

�

(t)

t

n�1

p(t):

On the other hand, by (5.42)

lim

t!+1

t

Z

+1

t

s

n�2

q(s)ds > � > M

n

: (5.44)

Thus, clearly, there exists " > 0 such that

lim

t!+1

t

��(n�1)

Z

t

1

(t� s)

n�2

s

�

ds >

�(n� 2)!

�

+ "; (5.45)

for all � 2

h

�

(n� 1)!

; 1

i

:

Assume that

lim

t!+1

t

Z

+1

t

s

n�2

q(s)ds � (n� 1)!:

(otherwise (5.43) has no solution satisfying (2:14

n�1

)). Then we have

Z

t

0

s

n+1

q(s)ds �

Z

t

t

1

2

s

2

s

n�1

q(s)ds � �t

Z

t

t

1

2

s d

Z

+1

s

�

n�2

q(�)d� �

� t

�

� t

Z

+1

t

s

n�2

q(s)ds+

Z

t

t

1

2

Z

+1

s

�

n�2

q(�)d� ds

�

� t

�

� n! +

M

n

4

ln t

�

:

Therefore by (5.44), (5.45) and Lemma 5.11 (�

�

(t) = t) (5.43) has no solu-

tion satisfying (2:14

n�1

). The obtained contradiction proves the validity of

the corollary. �

Let � 2]0; 1] and �(t) � �t for su�ciently large t,

lim

t!+1

t

Z

+1

t

s

n�2

p(s)ds > M

n

(�);

where

M

n

(�) = maxf�

x�n+1

x(1� x) � � � (n� 1� x) : x 2 [0; 1]g: (5.46)

Then (5:1) has no solution satisfying (2:14

n�1

).
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To prove the corollary it su�ces to note that all the conditions of Lemma

5.11 with �

�

(t) = �t are ful�lled.

Let

lim

t!+1

t

�

�

(t)

= +1; lim

t!+1

�

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds > 0 (5.47)

and (5:38) be ful�lled for some natural m. Then (5:1) has no proper solution

satisfying (2:14

n�1

).

Proof. By (5.47) there is � 2]0;+1[ such that

lim

t!+1

�

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds > � > 0:

Thus due to Lemma 5.11 is su�ces to show that (5.37) is ful�lled. Indeed,

by (5.47) there is t

0

2 [�(1);+1[ such that

t �

�

2

�

max

n

�(1� �) � � � (n� 1� �) : � 2

h

�

(n� 1)!

; 1

io�

1

�

�

�

(t) (5.48)

for t � t

0

:

Assuming that � 2

h

�

(n�1)!

; 1

h

, by (5.48) we obtain

��

��(n�1)

�

(t)

(n� 2)!

Z

�

�

(t)

�

1

(1)

(�

�

(t)� s)

n�2

�

�

�

(s)

ds �

2

(n� 2)!

max

n

�((1� �) � � �

� � � (n� 1� �) : � 2

h

�

(n� 1)!

; 1

io

�

��(n�1)

�

(t)

Z

�

�

(t)

t

0

(�

�

(t)� s)

n�2

s

�

ds >

>

max

n

�(1� �) � � � (n� 1� �) : � 2

h

�

(n�1)!

; 1

io

(1� �)(2� �) � � � (n� 1� �)

+ " � �+ ";

for t � t

1

;

where t

1

2 [t

0

;+1[ is su�ciently large, while " is a su�ciently small positive

number. For � = 1 it is easy to �nd that (5.37) is satis�ed. �

Let

lim

t!+1

t

��

�(t) > 0; lim

t!+1

t

�

Z

+1

t

s

�(n�2)

p(s)ds > 0;

where � 2]0; 1[. Then the (5:1) has no solution saatisfying (2:14

n�1

).

If the inequality �(t) � �t is ful�lled for large t,

lim

t!+1

t

Z

+1

t

s

n�2

p(s)ds = � > 0

7

(5.49)
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and

lim

t!+1

�

�t+ x

0

Z

�t

0

s

n�1

�

Z

+1

s

�

n�2

p(�)d�

�

�1

�

�p(s)ds

�

Z

+1

t

�

n�2

(s)p(s)ds > (n� 1)!: (5.50)

where � 2]0; 1] and x

0

is the smallest root of the equation

x(1� x) � � � (n� 1� x)�

x�(n�1)

= �; (5.51)

then (5:1) has no proper solution satisfying (2:14

n�1

).

Proof. By (5.49){(5.51) there exist �

�

2]0; �[, " 2]0; �

�

[ and t

0

2 R

+

such

that

t

Z

+1

t

s

n�2

p(s)ds � �

�

for t 2 [t

0

;+1[; (5.52)

lim

t!+1

�

�t+ (x

�

0

� ")

Z

�t

0

s

n�1

�

Z

+1

s

�

n�2

p(�)d�

�

�1

�

�p(s)ds

�

Z

+1

t

�

n�2

(s)p(s)ds > (n� 1)!; (5.53)

where x

�

0

is the smallest root of the equation

�

x�(n�1)

x(1� x) � � � (n� 1� x) = �

�

� ": (5.54)

By Lemma 5.7 and (5.53) it su�ces to show that there exists k

0

2 N such

that

 

n�1k

0

(t; 0) � t

n�2

�

Z

+1

t

�

n�2

p(�)d�

�

�1

(x

�

0

� ") for t � t

�

; (5.55)

where t

�

2 [t

0

;+1[ is su�ciently large.

By (5.12) and (5.52) there exist �

1

2]0; �

�

] and t

1

2 [t

0

;+1[ such that

 

n�1 2

(t; 0)t

2�n

Z

+1

t

�

n�2

p(�)d� � �

1

for t 2 [t

0

;+1[:

Taking into account (5.52), we now obtain

 

n�1 3

(t; 0) �

1

(n� 2)!

Z

�

�

(t)

t

1

(�

�

(t)� s)

n�2

exp

n

�

1

Z

t

s

�

n�2

p(�)�

�

�

Z

+1

�

�

n�2

1

p(�

1

)d�

1

�

�1

d�

o

ds =

�

R

+1

t

s

n�2

p(s)ds

�

��

1

(n� 2)!

�

7

it is assumed that � 2]0;M

n

(�)] whereM

n

(�) is de�ned by equality (5.46).Otherwise

the conditions of Corollary 5.5 are ful�lled and condition (5.50) becomes unnecessary.
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�

Z

�

�

(t)

t

1

(�

�

(t)� s)

n�2

�

Z

+1

s

�

n�2

p(�)d�

�

�

1

ds �

�

�

n�1��

1

(�

�

� ")

�

1

t

n�1��

1

(1� �

1

) � � � (n� 1� �

1

)

�

Z

+1

t

s

n�2

p(s)ds

�

��

1

for t 2 [t

2

;+1[;

where t

2

2 [t

1

;+1[ is su�ciently large. Therefore

 

n�1 3

(t; 0)t

2�n

Z

+1

t

s

n�2

p(s)ds �

(�

�

� ")�

n�1��

1

(1� �

1

) � � � (n� 1� �

1

)

= �

2

for t 2 [t

2

;+1[:

In a similar manner we show that

 

n�1 i

(t; 0)t

2�n

Z

+1

t

s

n�2

p(s)ds�

(�

�

� ")�

n�1��

i�1

(1� �

i�1

) � � � (n� 1� �

i�1

)

=

= �

i

for t 2 [t

i�1

;+1[ (i = 3; 4; : : : ); (5.56)

where t

i

(i = 2; 3; : : : ) is su�ciently large.

Putting

lim

i!+1

�

i

= x

�

0

;

from the equalities

�

i

=

(�

�

� ")�

n�1��

i�1

(1� �

i�1

) � � � (n� 1� �

i�1

)

(i = 2; 3; : : : )

we have

�

x

�

0

�(n�1)

x

�

0

(1� x

�

0

) � � � (n� 1� x

�

0

) = �

�

� ":

Thus x

�

0

is a solution of equation (5.54). Therefore by (5.56) there is k

0

2 N

such that inequality (5.55) is ful�lled for t 2 [t

�

;+1[, where t

�

is su�ciently

large. �

0

Let for su�ciently large t there hold

�(t) � �t; p(t) �

�

t

n

(5.57)

and

lim

t!+1

t

Z

+1

t

�

n�2

(s)p(s)ds >

(n� 1)!

�(1 + x

0

)

; (5.58)

where � 2]0; 1], � 2]0;M

n

(�)] (M

n

(�) is de�ned by (5:46)), and x

0

is the

smallest root of equation (5:51). Then (5:1) has no proper solution satisfying

(2:14

n�1

).
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Proof. By (5.51) and (5.58) there exist �

�

2]0; �[ and " 2]0; �

�

[ such that

lim

t!+1

t

Z

+1

t

�

n�2

(s)p(s)ds >

(n� 1)!

�(1 + x

�

0

)

; (5.59)

where x

�

0

is the smallest root of (5.54). Due to (5.59) and Lemma 5.8 it

su�ces to show that there exists k

0

2 N such that

 

n�1 k

0

(t; 0) �

t

n�1

x

�

0

�

for t 2 [t

�

;+1[; (5.60)

where t

�

2 R

+

is some number.

By (5.12), (5.57) there exist �

1

2]0; �] and t

0

2 R

+

such that

 

n�1 2

(t; 0) � �

1

t

n�1

for t 2 [t

0

;+1[:

Since ��

1

< 1 (it is clear that (5.60) is ful�lled for ��

1

� 1), by (5.57) we

obtain

 

n�1 3

(t; 0) �

1

(n� 2)!

Z

�

�

(t)

t

0

(�

�

(t)� s)

n�2

exp

n

Z

t

s

��

1

d�

�

o

ds =

=

t

��

1

(n� 2)!

Z

�

�

(t)

t

(�

�

(t)� s)

n�2

s

��

1

ds �

t

n�1

�

n�1��

�

�

1

(1� �

�

�

1

) � � � (n� 1� �

�

�

1

)

for t 2 [t

1

;+1[;

where t

1

2 [t

0

;+1[ is su�ciently large. Therefore

t

1�n

 

n�1 3

(t; 0) �

�

n�1��

�

�

1

(1� �

�

�

1

) � � � (n� 1� �

�

�

1

)

= �

2

for t 2 [t

1

;+1[:

Similarly we have

t

1�n

 

n�1 i

(t; 0) �

�

n�1��

�

�

i�2

(1� �

�

�

i�2

) � � � (n� 1� �

�

�

i�2

)

=

= �

i�1

(i = 3; 4; : : : ) for t 2 [t

i�2

;+1[;

where t

i

(i = 1; 2; : : : ) is su�ciently large.

Introducing the notation

lim

i!1

�

�

�

i

= x

0

;

from the equalities

�

i

=

�

n�1��

�

�

i�1

(1� �

�

�

i�1

) � � � (n� 1� �

�

�

i�1

)

(i = 2; 3; : : : )

we �nd that x

0

is the root of the equation

x(1� x) � � � (n� 1� x)�

x�(n�1)

= �

�

:

Hence we easily conclude that there exist numbers t

�

2 R

+

and k

0

2 N for

which (5.60) is ful�lled. �
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The validity of Lemmas 5.13 and 5.14 below can be proved similarly to

that of Lemmas 5.11 and 5.12.

Let l 2 f1; : : : ; n� 2g, l + n be odd (l + n be even),

lim

t!+1

�

�

(t)

Z

+1

t

(s� t)

n�l�1

�

l�1

(s)p(s)ds > � > 0;

there exist " > 0 such that

lim

t!+1

�

��l

�

(t)

Z

�

�

(t)

�

1

(1)

(�

�

(t)� s)

l�1

�

�

�

(s)

ds >

>

�(l � 1)!(n� l� 1)!

�

+ " for all � 2

h

�

l!(n� l� 1)!

; 1

i

and

lim

t!+1

�

�

�

(t) +

1

(n� l � 1)!

Z

�

�

(t)

0

s

n�l

�

m

�

(s)p(s)ds

�

�

�

Z

+1

t

(s� �

�

(t))

n�l�1

�

l�1

(s)p(s)ds > l!(n� l � 1)! (5.61)

for some natural m. Then (5:1) ((5:2)) has no solution satisfying (2:14

l

).

Let l 2 f1; : : : ; n � 2g, l + n be odd (l + n be even), the

inequality �(t) � �t with � 2]0; 1] hold for su�ciently large t and

lim

t!+1

t

Z

+1

t

(s� t)

n�l�1

s

l�1

p(s)ds > M

l

(�)(n � l � 1)!;

where

M

l

(�) = maxfx(1� x) � � � (l � x)�

x�l

: x 2 [0; 1]g: (5.62)

Then (5:1) ((5:2)) has no solution satisfying (2:14

l

).

Let l 2 f1; : : : ; n� 2g, l+ n be odd (l + n be even) and

lim

t!+1

t

�

�

(t)

= +1; lim

t!+1

�

�

(t)

Z

+1

t

(s� t)

n�l�1

�

l�1

(s)p(s)ds > 0:

Then for (5:1) ((5:2)) not to have a solution satisfying (2:14

l

), it is su�cient

that (5:61) be ful�lled for some natural m.

Let l 2 f1; : : : ; n� 2g, l + n be odd (l + n be even) and

lim

t!+1

t

��

�(t) > 0; lim

t!+1

t

�

Z

+1

t

(s� t)

n�l�1

s

�(l�1)

p(s)ds > 0;

where � 2]0; 1[. Then (5:1) ((5:2)) has no solution satisfying (2:14

l

).
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Let l 2 f1; : : : ; n�2g, l+n be odd (l+n be even), for su�-

ciently large t inequality (5:57) be ful�lled which � 2]0; 1], � 2]0;M

l

(�)(n�

l)!] which M

l

(�) is de�ned by (5:62) and

lim

t!+1

t

Z

+1

t

(s� �t)

n�l�1

�

l�1

(s)p(s)ds >

(l � 1)!(n� l � 1)!

�(1 + (n� l)x

0

)

;

where x

0

is the smallest root of the equation

x(1� x) � � � (l � x)�

x�l

=

�

(n� l)!

:

Then (5:1) ((5:2)) has no solution satisfying (2:14

l

).

x

6. Linear Differential Inequalities with a Deviating

Argument and Property ( )

The results obtained in x5 for the linear di�erential inequalities (5.1) and

(5.2) will be used in this section to derive su�cient conditions for equation

(0.1) to have property ( ).

Let F 2 V (�), condition (0:2) be ful�lled for some t

0

2 R

+

,

and

jF (u)(t)j �

Z

�(t)

�(t)

ju(s)jd

s

r(s; t) for t 2 [t

0

;+1[; u 2 H

t

0

;�

; (6.1)

where

�; � 2 C(R

+

;R

+

); �(t) � �(t) for t 2 R

+

; lim �(t) = +1;

r(s; �) is a measurable function;

r(�; t) is a nondecreasing function:

(6.2)

Let, in addition to the above, for some k

0

2 N the condition

lim

t!+1

h

Z

t

�

�

(t)

�

n�1

�

(s)p(s)e'

n�1 k

0

(s; t; 0)ds+

+

e

 

n�1 k

0

(t; 0)

Z

+1

t

�

n�2

�

(s)p(s)ds

i

> (n� 1)! (6.3)

hold, where

p(t) = r(�(t); t) � r(�(t); t); (6.4)

�

�

(t) = inff�

0

(s) : s � tg; �

0

(t) = minft; �(t)g (6.5)

and the functions e'

n�1 k

0

and '

n�1 k

0

(

e

 

n�1 k

0

and  

n�1 k

0

) are de�ned

by (5:19

n�1

) and (5:9

n�1

) ((5:20

n�1

) and (5:12)). Then equation (0:1) has

property .
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Proof. First of all note that condition (5.3) with the functions p and �

0

de�ned by (6.4) and (6.5), respectively, is ful�lled by virtue of (6.3).

Let us assume that equation (0.1) has no property . Then by (0.2) and

(6.1) the di�erential inequality

u

(n)

(t) signu(�(t)) +

Z

�(t)

�(t)

ju(s)jd

s

r(s; t) � 0 (6.6)

has no property . Following Theorem 2.3, the equation

u

(n)

(t) + p(t)u(�

�

(t)) = 0 (6.7)

with p and �

�

de�ned by (6.4) and (6.5), respectively, has no property

. Therefore (6.7) has a nonoscillatory proper solution u : [t

1

;+1[! R

satisfying (2.14

l

) where l 2 f0; : : : ; n�1g (l+n is odd). Assuming now that

n is odd and l = 0, by (5.3) we crearly see that (0.4) is ful�lled. Therefore

l 2 f1; : : : ; n � 1g and thus by Lemma 5.1 equation (6.7) has a proper

solution satisfying (2:14

n�1

).

But by (6.3) and Lemma 5.8 equation (6.7) has no proper solution sat-

isfying (2:14

n�1

). The obtained contradiction proves the validity of the

theorem. �

If F 2 V (�) and conditions (0:2), (6:1), (6:2) are ful�lled,

then for equation (0:1) to have property it is su�cient that

lim

t!+1

Z

t

�

�

(t)

p(s)�

n�1

�

(s) exp

n

1

(n� 1)!

Z

s

�

�

(s)

p(�)�

n�1

�

(�)d�

o

ds > (n� 1)!;

where p and �

�

are de�ned by (6:4) and (6:5), respectively.

If F 2 V (�) and conditions (0:2), (6:1), (6:2) are ful�lled,

then for equation (0:1) to have property it is su�cient that

lim

t!+1

�

�

�

(t)+

1

(n�1)!

Z

�

�

(t)

0

s�

n�1

�

(s)p(s)ds

�

Z

+1

t

�

n�2

�

(s)p(s)ds>(n� 1)!;

where p and �

�

are de�ned by (6:4) and (6:5), respectively.

0

If p 2 L

loc

(R

+

;R

+

) and

lim

t!+1

�

t+

1

(n� 1)!

Z

t

0

s

n

p(s)ds

�

Z

+1

t

s

n�2

p(s)ds>(n� 1)!;

then the equation

u

(n)

(t) + p(t)u(t) = 0 (6.8)

has property .

The particular case of Corollary 6.2

0

is Theorem 2.3 in [11].
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If F 2 V (�), conditions (0:2), (6:1), (6:2) are ful�lled, and

�(t) < t for t 2 R

+

, then the condition

lim

t!+1

Z

t

�

�

(t)

p(s)�

n�1

(s)ds >

(n� 1)!

e

; (6.9)

where p and �

�

are de�ned by (6:4) and (6:5), respectively, is su�cient for

equation (0:1) to have property .

Proof. By Lemma 5.9 and (6.9) there exists k

0

2 N such that (6.3) holds.

Therefore the conditions of Theorem 6.1 are ful�lled, which proves that

Theorem 6.2 is valid. �

Remark 6.1. Remark 5.1 clearly implies that (6.9) cannot be replaced by

the condition

lim

t!+1

Z

t

�

�

(t)

p(s)�

n�1

(s)ds �

(n� 1)!

e

� ";

where " is an arbitrarily small positive number.

Let F 2 V (�), conditions (0:2), (6:1), (6:2) be ful�lled,

lim

t!+1

Z

t

�

�

(t)

p(s)�

n�1

�

(s)ds � c (6.10)

and

lim

t!+1

Z

t

�

�

(t)

�

n�1

�

(s)p(s) exp

n

x

0

(n� 1)!

�

�

Z

�

�

(t)

�

�

(s)

p(�)�

n�1

�

(�)d�

o

ds > (n� 1)!; (6.11)

where c 2

i

0;

(n�1)!

e

i

, p and �

�

are de�ned by (6:4) and (6:5)

8

and x

0

is the

smallest root of the equation

expf

c

(n� 1)!

xg = x: (6.12)

Then equation (0:1) has property .

Proof. By (6.10){(6.12) there exists " 2]0; 1[ such that

lim

t!+1

Z

t

�

�

(t)

�

n�1

�

(s)p(s)�

� exp

n

x

0

� "

(n� 1)!

Z

�

�

(t)

�

�

(s)

p(�)�

n�1

�

(�)d�

o

ds > (n� 1)! : (6.13)

8

it is obvious that for c >

(n�1)!

e

the conditions of Theorem 6:2 are ful�lled and

condition (6:10) becomes unnecessary.
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On the other hand, as shown while proving Lemma 5.10, by (6.10){(6.12)

there exists k

0

2 N such that

lim

t!+1

'

n�1 k

0

(t; 0) > x

0

� ";

where '

n�1 k

0

is de�ned by (5.9

n�1

). On account of (6.13) it is obvious that

condition (6.3) is ful�lled where e'

n�1 k

0

is de�ned by (5.19

n�1

). Therefore

the conditions of theorem 6.1 are ful�lled, which proves that Theorem 6.3

is valid. �

Let F 2 V (�) and conditions (0:2), (6:1), (6:2), (5:36) �

�(5:38) be ful�lled, where p and �

�

are de�ned by (6:4) and (6:5), respec-

tively. Then equation (0:1) has property .

Proof. By analogy with the reasoning used while proving Lemma 5.11, there

exists k

0

2 N such that (5.39) holds. Therefore by (5.38) it is clear that

(6.3) is ful�lled. Thus the conditions of Theorem 6.1 are satis�ed, which

proves the validity of Theorem 6.4. �

Let F 2 V (�), conditions (0:2), (6:1) and (6:2) be ful�lled,

and

lim

t!+1

t

Z

+1

t

�

n�1

�

(s)

s

p(s)ds > M

n

;

where

M

n

= maxfx(1� x) � � � (n� 1� x) : x 2 [0; 1]g; (6.14)

p and �

�

are de�ned by equalities (6:4) and (6:5), respectively. Then equation

(0:1) has property .

Proof. The validity of the corollary follows from Corollary 5.4 and Lemma

5.1. �

Let F 2 V (�), conditions (0:2), (6:1) and (6:2) be ful�lled,

and �(t) � �t, for t 2 R

+

, where � 2]0; 1]. Then the condition

lim

t!+1

t

Z

+1

t

s

n�2

p(s)ds > M

n

(�);

where M

n

(�) and p are de�ned by (5:46) and (6:4), respectively, is su�cient

for equation (0:1) to have property .

Proof. The validity of the corollary follows from Corollary 5.5 and Lemma

5.1. �

0

[12]. Let p 2 L

loc

(R

+

;R

+

) and

lim

t!+1

t

Z

+1

t

s

n�2

p(s)ds > M

n

;

where M

n

is de�ned by (6:14). Then equation (6:7) has property .
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Let F 2 V (�) and conditions (0:2), (6:1), (6:2) and (5:47)

hold. If besides there exists m 2 N such that (5:38) is ful�lled with p and �

�

de�ned by (6:4) and (6:5), then equation (0:1) has property .

Proof. The validity of the corollary follows from Corollary 5.6 and Lemma

5.1. �

Let F 2 V (�), conditions (0:2), (6:1) and (6:2) hold and

lim

t!+1

t

��

�(t) > 0; lim

t!+1

t

�

Z

+1

t

s

�(n�2)

p(s)ds > 0;

where � 2]0; 1[ and the function p is de�ned by (6:4). Then equation (0:1)

has property .

Proof. The validity of the corollary follows from Corollary 5.7 and Lemma

5.1. �

Let F 2 V (�), �(t) � �t for t 2 R

+

, conditions (0:2),

(6:1), (6:2) and (5:49) be ful�lled and

lim

t!+1

�

�t+ x

0

Z

�t

0

s

n�1

�

Z

+1

s

�

n�2

p(�)d�

�

�1

p(s)ds

�

�

�

Z

+1

t

s

n�2

p(s)ds >

(n� 1)!

�

n�2

; (6.15)

where � 2]0; 1], � 2]0;M

n

(�)], M

n

(�) is de�ned by (5:46), x

0

is the smallest

root of equation (5:51) and p is de�ned by (6:4). Then equation (0:1) has

property .

Proof. By (5.49), (6.15) and the same arguments as used in proving Lemma

5.12 there exist " 2]0; 1[ and k

0

2 N such that

lim

t!+1

�

�t+ (x

0

� ")

Z

�t

0

s

n�1

�

Z

+1

s

�

n�2

p(�)d�

�

�1

p(s)ds

�

�

�

Z

+1

t

s

n�2

p(s)ds >

(n� 1)!

�

n�2

; (6.16)

 

n�1 k

0

(t; 0) � t

n�2

�

Z

+1

t

�

n�2

p(�)d�

�

�1

(x

0

� ") for t � t

�

; (6.17)

where t

�

is su�ciently large and  

n�1 k

0

is de�ned by (5.12). Clearly condi-

tion (6.3), where �

�

(t) = �t, holds by virtue of (6.16), (6.17) and (5.20

n�1

).

Therefore the conditions of Theorem 6.1 are ful�lled, which proves the va-

lidity of Theorem 6.5. �
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Using Lemmas 5.1 and 5.12, one can easily prove

0

. If F 2 V (�), conditions (0:2), (6:1) and (5:57) are ful�lled

and

lim

t!+1

t

Z

+1

t

s

n�2

p(s)ds >

(n� 1)!

�

n�1

(1 + x

0

)

;

where � 2]0; 1], � 2]0;M

n

(�)], M

n

(�) is de�ned by (5:46), x

0

is the small-

est root of equation (5:51) and p is given by (6:4), then equation (0:1) has

property .

Let F 2 V (�) and conditions (0:2), (6:1){(6:3) be ful�lled,

where

p(t) = �

1�n

(t)

Z

�(t)

�(t)

s

n�1

d

s

r(s; t); (6.18)

�

�

(t) = inff�

0

(s) : s � tg; �

0

(t) = minft; �(t)g (6.19)

and e'

n�1 k

0

and '

n�1 k

0

(

e

 

n�1 k

0

and  

n�1 k

0

) are de�ned by (5:19

n�1

) and

(5:9

n�1

) ((5:20

n�1

) and (5:12)). Then equation (0:1) has property .

Proof. Clearly condition (5.3), where p and �

�

are de�ned by (6.18) and

(6.19), respectively, is ful�lled by virtue of (6.3).

Assume that (0.1) has no property . Then by (0.2) and (6.1) di�erential

inequality (6.6) has no property . Following Theorem 2.4

0

, equation (6.7)

with the functions p and �

�

de�ned by (6.18) and (6.19) has no property .

Let u : [t

0

;+1[! R be a nonoscillatory proper solution of equation (6.7).

By Lemma 1.2 there exists l 2 f0; : : : ; n � 1g such that l + n is odd and

condition (2.14

l

) is ful�lled. Assuming that n is odd and l = 0, it is easy to

show that (0.4) is ful�lled. Therefore l 2 f1; : : : ; n � 1g. Thus by Lemma

5.1 equation (6.7) has a proper solution satisfying (2:14

n�1

).

But by Lemmas 6.3 and 5.8 (as has been said several times, the functions

p and �

�

are de�ned by (6.18) and (6.19), respectively) equation (6.7) has

no proper solution satisfying (2.14

n�1

). The obtained contradiction proves

the validity of the theorem. �

Let F 2 V (�). Then for equation (0:1) to have property

it is su�cient that the conditions of Corollary 6:1 or 6:2 be ful�lled, where

the functions p and �

�

are de�ned by (6:18) and (6:19), respectively.

Using Theorems 6.2 { 6.5, 6.5

0

and 6.6 one can easily prove

Let F 2 V (�) and the conditions of anyone of Theorems

6:2{6:5, 6:5

0

be ful�lled, where the functions p and �

�

are de�ned by (6:18)

and (6:19), respectively. Then equation (0:1) has property .
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Using Lemma 5.3, by a reasoning similar

to that used in proving Theorem 6.1 one can prove

Let F 2 V (�) and conditions (0:3), (6:1), (6:2) be ful�lled.

Moreover, let there exist k

0

2 N such that

lim

t!+1

h

Z

t

�

�

(t)

(s� �

�

(t))�

n�2

�

(s)e'

n�2 k

0

(s; t; 0)p(s)ds+

+

e

 

n�2 k

0

(t; 0)

Z

+1

t

(s� �

�

(t))�

n�3

�

(s)p(s)ds

i

> (n� 2)!; (6.20)

for even n, while for odd n (6:20) is ful�lled along with

lim

t!+1

h

Z

t

�

�

(t)

(s� �

�

(t))

n�2

�

�

(s)e'

1k

0

(s; t; 0)p(s)ds+

+

e

 

1k

0

(t; 0)

Z

+1

t

(s� �

�

(t))

n�2

p(s)ds

i

> (n� 2)!; (6.21)

where p and �

�

are de�ned by (6:4) and (6:5), respectively, while e'

lk

0

and

'

lk

0

(

e

 

lk

0

and  

lk

0

) are de�ned by (5:19

l

) and (5:9

l

) ((5:20

l

) and (5:13

l

)).

Then equation (0:1) has property .

Let F 2 V (�) and conditions (0:3), (6:1), (6:2) be ful�lled.

Then for equation (0:1) to have property when n is even it is su�cient

that

lim

t!+1

Z

t

�

�

(t)

(s� �

�

(t))�

n�2

�

(s)p(s) exp

n

1

(n� 2)!

�

�

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))�

n�2

�

(�)d�

o

ds > (n� 2)!; (6.22)

while for odd n it is su�cient that (6:22) be ful�lled and

lim

t!+1

Z

t

�

�

(t)

(s� �

�

(t))

n�2

�

�

(s)p(s) exp

n

1

(n� 2)!

�

�

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))

n�2

�

�

(�)d�

o

ds > (n� 2)!;

where p and �

�

are de�ned by (6:4) and (6:5).

Let F 2 V (�) and conditions (0:3), (6:1), (6:2) be ful�lled.

Then for equation (0:1) to have property when n is even it is su�cient
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that

lim

t!+1

�

�

�

(t) +

1

(n� 2)!

Z

�

�

(t)

0

s

2

�

n�2

�

(s)p(s)ds

�

�

�

Z

+1

t

(s� �

�

(t))�

n�3

�

(s)p(s)ds > (n� 2)!; (6.23)

while for odd n it is su�cient that (6:23) be ful�lled and

lim

t!+1

�

�

�

(t) +

1

(n� 2)!

Z

�

�

(t)

0

s

n�1

�

�

(s)p(s)ds

�

�

�

Z

+1

t

(s� �

�

(t))

n�2

p(s)ds > (n� 2)!;

where p and �

�

are de�ned by (6:4) and (6:5).

Let F 2 V (�) and conditions (0:3), (6:1), (6:2) be ful�lled.

Then for equation (0:1) to have property when n is even it is su�cient

that

lim

t!+1

Z

t

�

�

(t)

p(s)(s� �

�

(t))�

n�2

�

(s)ds >

(n� 2)!

e

; (6.24)

while for odd n it is su�cient that (6:24) be ful�lled and

lim

t!+1

Z

t

�

�

(t)

p(s)(s� �

�

(t))

n�2

�

�

(s)ds >

(n� 2)!

e

; (6.25)

where the functions p and �

�

are de�ned by (6:4) and (6:5).

Proof. The validity of the theorem follows from Lemmas 5.3 and 5.9. �

Remark 6.2. Condition (6.24) or (6.25) cannot be replaced by

lim

t!+1

Z

t

�

�

(t)

p(s)(s� �

�

(t))�

n�2

�

(s)ds >

(n� 2)!

e

� ";

lim

t!+1

Z

t

�

�

(t)

p(s)(s� �

�

(t))

n�2

�

�

(s)ds >

(n� 2)!

e

� ";

where " is an arbitrarily small positive number.

Let F 2 V (�), conditions (0:3), (6:1), (6:2) be ful�lled,

and

lim

t!+1

Z

t

�

�

(t)

p(s)(s� �

�

(t))�

n�2

�

(s)ds = c

1

> 0;

lim

t!+1

Z

t

�

�

(t)

p(s)(s� �

�

(t))

n�2

�

�

(s)ds = c

2

> 0:
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Then for equation (0:1) to have property when n is even it is su�cient

that

lim

t!+1

Z

t

�

�

(t)

(s� �

�

(t))�

n�2

�

(s)p(s) exp

n

x

1

(n� 2)!

�

�

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))�

n�2

�

(�)d�

o

ds > (n� 2)!; (6.26)

while for odd n it is su�cient that (6:26) be ful�lled and

lim

t!+1

Z

t

�

�

(t)

(s� �

�

(t))

n�2

�

�

(s)p(s) exp

n

x

2

(n� 2)!

�

�

Z

�

�

(t)

�

�

(s)

p(�)(� � �

�

(s))

n�2

�

�

(�)d�

o

ds > (n� 2)!;

where x

i

(i = 1; 2) is the smallest root of the equation

exp

n

c

i

(n� 2)!

x

o

= x (i = 1; 2)

and p and �

�

are de�ned by (6:4) and (6:5), respectively.

Proof. The validity of the theorem follows from Lemmas 5.3 and 5.10. �

Let F 2 V (�), conditions (0:3), (6:1), (6:2) be ful�lled and

lim

t!+1

t

�

�

(t)

= +1:

Moreover, let for even n

lim

t!+1

�

�

(t)

Z

+1

t

(s� t)�

n�3

(s)p(s)ds > 0 (6.27)

and for some m 2 N

lim

t!+1

�

�

�

(t) +

Z

�

�

(t)

0

s

2

�

m

�

(s)p(s)ds

�

�

�

Z

+1

t

(s� �

�

(t))�

n�3

(s)p(s)ds > (n� 2)!; (6.28)

while for odd n (6:27) and (6:28) be ful�lled,

lim

t!+1

�

�

(t)

Z

+1

t

(s� t)

n�2

p(s)ds > 0
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and for some m 2 N

lim

t!+1

�

�

�

(t) +

Z

�

�

(t)

0

s

n�1

�

m

�

(s)p(s)ds

�

�

�

Z

+1

t

(s� �

�

(t))

n�2

p(s)ds > (n� 2)!

with p and �

�

de�ned by (6:4) and (6:5), respectively. Then equation (0:1)

has property .

Proof. The validity of the theorem follows from Lemma 5.3 and Corollary

5.9. �

Let F 2 V (�), conditions (0:3), (6:1), (6:2) be ful�lled

and

lim

t!+1

�(t)

t

�

> 0;

where � 2]0; 1[. Besides, if for even n

lim

t!+1

t

�

Z

+1

t

(s� t)s

�(n�3)

p(s)ds > 0; (6.29)

while for odd n (6:29) is ful�lled and

lim

t!+1

t

�

Z

+1

t

(s� t)

n�2

p(s)ds > 0;

where p is de�ned by (6:4), then equation (0:1) has property .

Proof. The validity of the corollary readily follows from Lemma 5.3 and

Corollary 5.10. �

Let F 2 V (�), conditions (0:3), (6:1), (6:2) be ful�lled and

lim

t!+1

�

�

(t)

Z

+1

t

�

n�2

�

(s)p(s)ds > (n� 1)!; (6.30)

where p and �

�

are de�ned by (6:4) and (6:5), respectively. Then equation

(0:1) has property .

Proof. First of all we note that (5.3) is ful�lled by virtue of (6.30). Assume

that equation (0.1) has no property . Then by virtue of (0.3) and (6.1) the

di�erential inequality

u

(n)

(t) signu(�(t)) �

Z

�(t)

�(t)

ju(s)jd

s

r(s; t)

has no property . Therefore, following Theorem 2.4, the equation

u

(n)

(t)� p(t)u(�

�

(t)) = 0 (6.31)

with p and �

�

de�ned by (6.4) and (6.5), respectively, has no property B.
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Let u : [t

0

;+1[! R be a nonoscillatory solution of equation (6.31). By

Lemma 1.1 there is l 2 f0; : : : ; ng, l+n is even, such that (2.14

l

) is ful�lled.

Assuming that l = n (n is even and l = 0), we can easily to show that (0.5)

((0.4)) is ful�lled. Therefore l 2 f1; : : : ; n� 2g.

By Lemma 1.3 we have

ju(t)j �

t

l

l!(n� l)!

Z

+1

t

s

n�l�1

p(s)ju(�

�

(s))jds for t � t

�

;

where t

�

is su�ciently large. Since t

1�l

ju(t)j is a nondecreasing function,

we now obtain

y(t) �

�

�

(t)y(t)

l!(n� l)!

Z

+1

t

s

n�l�1

�

l�1

�

(s)p(s)ds for t � t

�

;

where y(t) = ju(�

�

(t))j[�

�

(t)]

1�l

.

But this result contradicts (6.30). The obtained contradiction proves the

theorem. �

Using Theorem 2.4

0

and the above reasoning one can easily prove

Let F 2 V (�) and conditions (0:3), (6:1), (6:2) be ful�lled.

If in addition to this it is assumed that the conditions of anyone of Theorems

6:8{6:12 is ful�lled, where

p(t) = �

2�n

(t)

Z

�(t)

�(t)

s

n�2

d

s

r(s; t)

and �

�

is de�ned by (6:19), then equation (0:1) has property .

x

7. Equations with a linear minorant having Properties

and

Let t

0

2 R

+

, ';  2 C([t

0

;+1[; ]0;+1[),  be a nonincreas-

ing function, and

lim

t!+1

'(t) = +1; (7.1)

lim

t!+1

 (t) � e'(t) = 0; (7.2)

where e'(t) = inff'(s) : s � t � t

0

g. Then there exists a sequence of ft

k

g

such that t

k

" +1 as k " +1 and

e'(t

k

) = '(t

k

);  (t)e'(t) �  (t

k

)e'(t

k

) (7.3)

for t

0

� t � t

k

(k = 1; 2; : : : ):
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Proof. Let t 2]t

0

;+1[. Introduce the sets E

i

(i = 1; 2) by:

t 2 E

1

, e'(t) = '(t); t 2 E

2

, e'(s) (s) � e'(t) (t) for s 2 [t

0

; t]:

It is clear that by (7.1) and (7.2) supE

i

= +1 (i = 1; 2). Show that

supE

1

\ E

2

= +1: (7.4)

Indeed, if we assume that t

�

2 E

2

and t

�

62 E

1

, by (7.1) there exists t

�

> t

�

such that e'(t) = e'(t

�

) for t 2 [t

�

; t

�

] and e'(t

�

) = '(t

�

). On the other

hand, since  is a nonincreasing function, we have  (t)e'(t) �  (t

�

)e'(t

�

)

for t 2 [t

0

; t

�

]. Therefore t

�

2 E

1

\ E

2

. By the above reasoning we easily

ascertain that (7.4) is ful�lled. Thus there exists a sequence of points ft

k

g

such that t

k

" +1 for k " +1 and (7.3) holds. �

Let � 2 C(R

+

;R

+

) and lim

t!+1

�(t) = +1. Denote by M

+

(�) the set

of continuous mappings ' : C(R

+

;R

+

) ! L

loc

(R

+

;R

+

) which satisfy the

conditions

'(x)(t) � '(y)(t) for t 2 R

+

and if x(s) � y(s) � 0 for s � �(t)

'(xy)(t) � x(�(t))'(y)(t) for t 2 R

+

if x(t) " +1 as t " +1 and y(s) > 0 for s � �(t):

(7.5)

Let F 2 V (�) and condition (0:2) ((0:3)) be ful�lled, l 2

f1; : : : ; n� 1g, l+ n be odd (l + n be even) and for some t

0

2 R

+

jF (u)(t)j � '(juj)(t) for u 2 H

t

0

;�

; t 2 [t

0

;+1[; (7.6)

lim

t!+1

�(t)

t

> 0; (7.7)

where ' 2 M

+

(�). Besides, if it is assumed that for any � 2 [l � 1; l[ and

there exists " 2]0; 1[ such that

lim

t!+1

t

l��

Z

+1

t

s

n�l�1

'(�

�

)(s)ds �

n�1

Y

i=0;i6=l

j�� ij+ " (7:8

l

)

and

Z

+1

t

n�1

'(c)(t)dt = +1 for all c 2]0;+1[; (7.9)

where �

�

(t) = t

�

, then equation (0:1) has no proper solution satisfying

(2:14

l

).

Proof. Assume the contrary, i.e. that (0.1) has a proper solution satisfying

(2.14

l

) where l 2 f1; : : : ; n� 1g and l + n is odd (l + n is even). By virtue

of (7.5), (7.7) and (7.9) we have

Z

+1

t

n�l

'(c�

l�1

)(t)dt = +1 for all c 2]0;+1[; (7:10

l

)
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where �

l�1

(t) = t

l�1

. By (7.6) and (7.10) we clearly obtain

Z

+1

t

n�l

ju

(n)

(t)jdt = +1:

Therefore by Lemma 1.4 and (7.6)

lim

t!+1

t

1�l

ju(t)j = +1; lim

t!+1

t

�l

ju(t)j < +1; (7.11)

ju(t)j �

1

(l � 1)!(n� l � 1)!

Z

t

t

1

(t� s)

l�1

Z

+1

s

(� � s)

n�l�1

�

�'(juj)(s)d� ds for t � t

1

; (7.12)

where t

1

2 R

+

is su�ciently large.

Denote by � the set of � 2 R

+

satisfying

lim

t!+1

t

��

ju(t)j = +1:

Let �

0

= sup�. By (7.11) it is clear that �

0

2 [l � 1; l] and if it is assumed

that �

0

= l� 1, then �

0

2 �. Therefore on account of (7.7) and (7.8

l

) there

exist t

�

2 [t

1

+1[, "

0

2]0; "[ and �

�

2 [l � 1; �

0

] \ [l � 1; l[ such that

lim

t!+1

t

��

�

ju(t)j = +1; lim

t!+1

t

��

�

�"

0

ju(t)j = 0; (7.13)

t

l��

�

Z

+1

t

s

n�l�1

'(�

�

�

)(s)ds >

l�1

Y

i=0

(�

�

+ "

0

� i)�

�

n�1

Y

i=l+1

(i� �

�

+ "

0

)

�

�

2

�

�"

0

for t � t

�

;

9

(7.14)

where

� = lim

t!+1

t

�1

e� (t); e�(t) = inf

�

minfs; �(s)g : s � t

	

; �

�

�

(t) = t

�

�

:

Introducing the notation

eu(t) = inffs

��

�

ju(s)j : s � t � t

�

g: (7.15)

by (7.13) we obtain

eu(t) " +1 as t " +1; (7.16)

lim

t!+1

t

�"

0

eu(t) = 0: (7.17)

9

For l = n� 1 we have

Q

n�1

i=l+1

(i� �

�

+ "

0

) = 1.
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By virtue of (7.15){(7.17) and Lemma 7.1 there exists an increasing sequence

of points ft

k

g such that

lim

k!+1

t

k

= +1; (e� (t

k

))

�"

0

eu(e� (t

k

)) �

� (e� (t))

�"

0

eu(e� (t)) for t

�

� t � t

k

; (7.18)

eu(e� (t

k

)) = (e� (t

k

))

��

�

ju(e�(t

k

))j (k = k

0

; k

0

+ 1; : : : ); (7.19)

where k

0

is su�ciently large. Using (7.5), from (7.12) we obtain

ju(e�(t

k

))j �

1

(l � 1)!(n� l � 1)!

Z

e�(t

k

)

t

�

(e� (t

k

)� s)

l�1

eu(e� (s))�

�

Z

+1

s

(� � s)

n�l�1

'(�

�

�

)(�)d� ds (k = k

0

; k

0

+ 1; : : : ): (7.20)

It can be assumed without loss of generality that

e�(t)

t

�

2

3

� for t � t

�

.

We shall �rst consider the case l = n� 1. By (7.14), (7.18) and (7.19) it

follows from (7.20) that

ju(e� (t

k

))j �

Q

n�2

i=0

(�

�

+ "

0

� i)

�

�

2

�

�"

0

(n� 2)!

Z

e�(t

k

)

t

�

(e� (t

k

)� s)

n�2

�

�s

�

�

+1�n

eu(e� (s))ds �

Q

n�2

i=0

(�

�

+ "

0

� i)

�

�

2

�

�"

0

(n� 2)!

eu(e� (t

k

))

e�

"

0

+�

�

(t

k

)

�

�

Z

e�(t

k

)

t

�

(e� (t

k

)� s)

n�2

s

�

�

+1+"

0

�n

�

e� (s)

s

�

"

0

ds�

�

4

3

�

"

0

Q

n�2

i=0

(�

�

+ "

0

� i)

(n� 2)!

�

�

eu(e� (t

k

))

(e�(t

k

))

"

0

+�

�

Z

e�(t

k

)

t

�

(e� (t

k

)� s)

n�2

s

�

�

+1+"

0

�n

ds (k = k

0

; k

0

+ 1; : : : );

which implies

ju(e� (t

k

))j >

Q

n�2

i=0

(�

�

+ "

0

� i)(e� (t

k

))

"

0

+�

�

Q

n�2

i=0

(�

�

+ "

0

� i)(e� (t

k

))

"

0

+�

�

ju(e�(t

k

))j =

= ju(e� (t

k

))j (k = k

1

; k

1

+ 1; : : : );

where k

1

> k

0

is a su�ciently large number. The obtained contradiction

proves the validity of the lemma for l = n� 1.



78

Now consider the case l 2 f1 : : : ; n� 2g. From (7.20) we obtain

ju(e� (t

k

))j � �

1

(l � 1)!(n� l � 1)!

Z

e�(t

k

)

t

�

(e� (t

k

)� s)

l�1

�

�eu(e� (s))

Z

+1

s

(� � s)

n�l�1

�

�n+l+1

�

�d

Z

+1

�

�

n�l�1

1

'(�

�

�

)(�

1

)d�

1

ds (k = k

0

; k

0

+ 1; : : : ):

Therefore

ju(e�(t

k

))j �

1

(l � 1)!(n� l � 1)!

Z

e�(t

k

)

t

�

(e� (t

k

)� s)

l�1

eu(e� (s))�

�

Z

+1

s

Z

+1

�

�

n�l�1

1

'(�

�

�

)(�

1

)d�

1

��

� � s

�

�

n�l�1

�

0

d� ds:

Since

��

��s

�

�

n�l�1

�

0

� 0 for � � s � t

�

, by (7.14) the latter inequality

yields

ju(e� (t

k

))j �

�

�

2

�

�"

0

Q

l�1

i=0

j�

�

+ "

0

� ij

Q

n�1

i=l+1

j�

�

+ "

0

� ij

(l � 1)!(n� l � 1)!

�

�

Z

e�(t

k

)

t

�

(e� (t

k

)� s)

l�1

eu(e� (s))

Z

+1

s

�

�

�

�l

��

� � s

�

�

n�l�1

�

0

d� ds =

=

(l � �

�

)

�

�

2

�

�"

0

Q

l�1

i=0

j�

�

+ "

0

� ij

(l � 1)!(n� l � 1)!

Z

e�(t

k

)

t

�

(e� (t

k

)� s)

l�1

�

�eu(e� (s))

Z

+1

s

(� � s)

n�l�1

�

�

�

�n

d� ds (k = k

0

; k

0

+ 1; : : : ):

Hence due to (7.18), (7.19) we have

ju(e�(t

k

))j >

Q

l�1

i=0

j�

�

+ "

0

� ij

Q

n�1

i=l+1

j�

�

+ "

0

� ij(e� (t

k

))

"

0

+�

�

Q

l�1

i=0

j�

�

+ "

0

� ij

Q

n�1

i=l+1

ji� �

�

j(e� (t

k

))

"

0

+�

�

�

�ju(e�(t

k

))j � ju(e�(t

k

))j (k = k

1

; k

1

+ 1; : : : );

where k

1

> k

0

is su�ciently large. The obtained contradiction proves the

validity of the lemma. �

0

Let F 2 V (�) and conditions (0:2), (7:6), (7:7), (7:9) ((0:3),

(7:6), (7:7), (7:9)) be ful�lled, where ' 2 M

+

(�). Besides, if it is assumed
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that l 2 f1; : : : ; n� 1g l+ n is odd (l+ n is even), and for any � 2 [l� 1; l[

there exists " 2]0; 1[ such that

lim

t!+1

t

Z

1

t

s

n�2��

'(�

�

)(s)ds �

n�1

Y

i=0

j�� ij+ "; (7:21

l

)

where �

�

(t) = t

�

, then equation (0:1) has no proper solution satisfying

(2:14

l

).

Proof. To prove the lemma it is su�cient to show that condition (7.21

l

)

implies the validity of (7.8

l

).

By (7.21) there exist t

0

2 R

+

and "

0

2]0; "[ such that for any � 2 [l�1; l[

we have

t

Z

1

t

s

n�2��

'(�

�

)(s)ds �

n�1

Y

i=0

j�� ij+ "

0

for t 2 [t

0

;+1[;

so that

t

l��

Z

1

t

s

n�1��

'(�

�

)(s)ds = �t

l��

Z

+1

t

s

��l+1

�

�d

Z

+1

s

�

n�2��

'(�

�

)(�)d� = t

Z

+1

t

s

n�2��

'(�

�

)(s)ds+

+(�+ 1� l)t

l��

Z

+1

t

s

��l

Z

1

s

�

n�2��

'(�

�

)(�)d� ds �

�

�

n�1

Y

i=0

j�� ij+ "

0

��

1 + (� + 1� l)t

l��

Z

+1

t

�

��l�1

d�

�

=

=

�

n�1

Y

i=0

j�� ij+ "

0

��

1 +

�+ 1� l

l � �

�

�

n�1

Y

i=0;i6=l

j�� ij+ "

0

for t 2 [t

0

;+1[; � 2 [l � 1; l[:

Therefore (7.8

l

) is ful�lled. �

Let F 2 V (�) and conditions (0:2), (7:6), (7:7), (7:9) be

ful�lled, where ' 2 M

+

(�). Besides, if condition (7:8

l

) holds for any l 2

f1; : : : ; n� 1g and � 2 [l � 1; l[, where l + n is odd, then equation (0:1) has

property .

Proof. Let u : [t

0

;+1[! R be a nonoscillatory proper solution of equation

(0.1). Then by Lemma 1.1 there exists l 2 f0; : : : ; n� 1g such that l+ n is

odd (2.14

l

) is ful�lled. By Lemma 7.2 we have l 62 f1; : : : ; n�1g. Assuming

that n is odd and l = 0 and using (7.9), we can easily show that (0.4)

holds. �
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0

Let F 2 V (�) and conditions (0:2), (7:6), (7:7), (7:9) be

ful�lled, where ' 2M

+

(�). Besides, if condition (7:21

l

), where l+n is odd,

is ful�lled for any l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[, then equation (0:1)

has property .

Proof. Since all the conditions of Theorem 7.1 are ful�lled on account of

Lemma 7.2

0

, this proves the validity of Theorem 7.1

0

. �

Let F 2 V (�), and conditions (0:3), (7:6), (7:7), (7:9),

where ' 2 M

+

(�), be ful�lled. Besides, if condition (7:8

l

) holds for any

l 2 f1; : : : ; n� 1g and � 2 [l� 1; l[, where l+ n is even, then equation (0:1)

has property .

Proof. Let u : [t

0

;+1[! R be a nonoscillatory proper solution of equation

(0.1). By Lemma 1.1 there exists l 2 f0; : : : ; ng such that l+ n is even and

(2.14

l

) is ful�lled. By Lemma 7.2 we have l 62 f1; : : : ; n � 1g. If n is even

and l = 0, then (0.4) is ful�lled.

Let l = n. By (7.5), (7.7) and (7.8

l

) we obtain

Z

+1

'(c�

n�1

)(t)dt = +1; for all c > 0; (7.22)

where �

n�1

(t) = t

n�1

.

On the other hand, by (2.14

n

) there exist t

0

2 R

+

and c 2]0;+1[ such

that ju(t)j � ct

n�1

for t � t

0

. Thus by (7.6) and (7.22) we �nd from (0.1)

that

ju

(n�1)

(t)j �

Z

t

t

0

'(c�

n�1

)(s)ds! +1 for t! +1:

By (2.14

n

) it is now clear that (0.5) is ful�lled. �

0

. Let F 2 V (�) and conditions (0:3), (7:6), (7:7), (7:9) hold,

where ' 2 M

+

(�). Besides, if (7:21

l

) is ful�lled for any l 2 f1; : : : ; n� 1g

and � 2 [l � 1; l[ where l + n is even, then equation (0:1) has property .

Proof. The Theorem is valid because all the conditions of Theorem 7.2 are

ful�lled by Lemma 7.2

0

. �

Let F 2 V (�), condition (0:2) be ful�lled and let for any

t

0

2 R

+

jF (u)(t)j �

m

X

i=1

Z

�

i

(t)

�

i

(t)

ju(s)jd

s

r

i

(s; t) for u 2 H

t

0

;�

; t � t

0

; (7.23)

where

�

i

;�

i

2 C(R

+

;R

+

); �

i

(t) � �

i

(t) for t 2 R

+

;

r

i

(s; t); r

i

is measurable; r

i

(�; t) "; as s " (i = 1; : : : ;m);

(7.24)

lim

t!+1

�

i

(t)

t

> 0 (i = 1; : : : ;m): (7.25)
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Besides, if for any l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[, where l + n is odd,

there exists " 2]0; 1[ such that

lim

t!+1

t

l��

Z

+1

t

�

n�l�1

m

X

i=1

Z

�

i

(�)

�

i

(�)

s

�

d

s

r

i

(s; �)d�>

n�1

Y

i=0;i6=l

j�� ij+" (7:26

l

)

and

Z

+1

t

n�1

m

X

i=1

�

r

i

(�

i

(t); t)� r

i

(�

i

(t); t)

�

dt = +1; (7.27)

then equation (0:1) has property .

Proof. To prove the theorem it su�ces to note that the conditions of

Theorem 7.1 are ful�lled by virtue of (7.23) and (7.24)

'(x)(t) =

m

X

i=1

Z

�

i

(t)

�

i

(t)

x(s)d

s

r

i

(s; t);

�(t) = minf�

i

(t) : i = 1; : : : ;mg: �

(7.28)

Let F 2 V (�), condition (0:2) be ful�lled and let for any

t

0

2 R

+

jF (u)(t)j �

m

X

i=1

p

i

(t)ju(�

i

(t))j for u 2 H

t

0

;�

; t � t

0

; (7.29)

where

p

i

2 L

loc

(R

+

;R

+

); �

i

2 C(R

+

;R

+

);

lim

t!+1

�

i

(t)

t

> 0 (i = 1; : : : ;m):

(7.30)

Besides, if for any l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[, where l + n is odd,

there exists " 2]0; 1[ such that

lim

t!+1

t

l��

Z

+1

t

s

n�l�1

m

X

i=1

p

i

(s)�

�

i

(s)ds �

n�1

Y

i=0;i6=l

j�� ij+ " (7:31

l

)

and

Z

+1

t

n�1

m

X

i=1

p

i

(t)dt = +1; (7.32)

then equation (0:1) has property .
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If F 2 V (�), condition (0:2) is ful�lled and for any t

0

2

R

+

we have

jF (u)(t)j �

c

t

n+1

Z

�t

�t

ju(s)jds for u 2 H

t

0

;�

; t � t

0

; (7.33)

where 0 < � < � and

c > maxf�(�+ 1)�(�� 1) � � � (�� n+ 1)�

�(�

�+1

� �

�+1

)

�1

: � 2 [0; n� 1]g; (7.34)

then equation (0:1) has property .

Let c > 0, 0 < � < �. Then for the equation

u

(n)

(t) +

c

t

n+1

Z

�t

�t

u(s)ds = 0 (7.35)

to have property it is necessary and su�cient that (7:34) be ful�lled.

0

Let F 2 V (�) and conditions (0:2), (7:23){(7:25), (7:27)

be ful�lled. Besides, if for any l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[, where

l+ n is odd, there exists " 2]0; 1[ such that the inequality

lim

t!+1

t

Z

+1

t

�

n�2��

m

X

i=1

Z

�

i

(t)

�

i

(t)

s

�

d

s

r

i

(s; �)d��

n�1

Y

i=0

j�� ij+ "; (7.36)

holds, then equation (0:1) has property .

Proof. It su�ces to note that the conditions of Theorem 7.1

0

are ful�lled

with ' and � de�ned by (7.28). �

Let F 2 V (�) and conditions (0:2), (7:29), (7:30), (7:32)

be ful�lled. Besides, if for any l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[, where

l+ n is odd, there exists " 2]0; 1[ such that

lim

t!+1

t

Z

+1

t

s

n�2��

m

X

i=1

p

i

(s)�

�

i

(s)ds �

n�1

Y

i=0

j�� ij+ "; (7.37)

then equation (0:1) has property .

Let F 2 V (�) and conditions (0:3), (7:23){(7:25), (7:27) be

ful�lled. Besides, if (7:26

l

) holds for any l 2 f1; : : : ; n� 1g and � 2 [l� 1; l[

where l + n is even, then equation (0:1) has property .

Proof. It su�ces to note that the conditions of Theorem 7.2 are ful�lled

with ' and � de�ned by (7.28). �
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Let F 2 V (�) and conditions (0:3), (7:29), (7:30), (7:32)

be ful�lled. Besides, if for any l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[, where

l + n is even, there exists " 2]0; 1[ such that (7:31

l

) holds, then equation

(0:1) has property .

Let F 2 V (�) and conditions (0:3), (7:33) hold for 0 <

� < �. Besides, if

c > maxf(�+ 1)�(�� 1) � � � (� � n+ 1)(�

�+1

� �

�+1

)

�1

: � 2 [0; n� 1]g;

then equation (0:1) has property .

Let c < 0 and 0 < � < �. Then for equation (7:35) to

have property it is necessary and su�cient that

c < �maxf(�+1)�(�� 1) � � � (�� n+1)(�

�+1

��

�+1

)

�1

: � 2 [0; n� 1]g:

0

Let F 2 V (�) and conditions (0:3), (7:23){(7:25), (7:27)

be ful�lled. Besides, if for any l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[, where

l+n is even, there exists " 2]0; 1[ such that (7:36) holds, then equation (0:1)

has property .

Proof. It su�ces to note that the conditions of Theorem 7.2

0

are ful�lled

with ' and � de�ned by (7:28). �

Let F 2 V (�) and conditions (0:3), (7:29), (7:30), (7:32)

be ful�lled. Besides, if for any l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[, where

l+n is even, there exists " 2]0; 1[ such that (7:37) holds, then equation (0:1)

has property .

Let F 2 V (�), conditions (0:2), (7:23){(7:25), (7:27) be

ful�lled and

�

i

(t) � t for t 2 R

+

(i = 1; : : : ;m): (7.38)

Besides, if for any � 2 [n�2; n�1] there exists " 2]0; 1] such that (7:26

n�1

)

holds, then equation (0:1) has property .

Proof. Assume the contrary, that equation (0.1) has no property . In that

case by (0.2) and (7.23) the inequality

u

(n)

(t) signu(t) +

m

X

i=1

Z

�

i

(t)

�

i

(t)

ju(s)jd

s

r

i

(s; t) � 0 (7.39)

has no property .

Let u : [t

0

;+1[! R be a nonoscillatory proper solution of (7.39). Then

by Lemma 1.1 there exists l 2 f0; : : : ; n� 1g (l+n is odd) such that (2.14

l

)

is ful�lled. If it is assumed that n is odd and l = 0, then (0.4) will hold by

virtue of (7.27) because following our assumption inequality (7.39) has no
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property . Assume that l 2 f1; : : : ; n� 1g. By (7.25) and (7.27) it is clear

that

Z

+1

t

n�l

ju

(n)

(t)jdt = +1 for all l 2 f1; : : : ; n� 1g:

Therefore by Lemma 1.3

ju(t)j=t

l

# for t " :

Hence on the interval [t

1

;+1[, where t

1

is su�ciently large, the function u

is a solution of the inequality

u

(n)

(t) signu(t) +

m

X

i=1

Z

�

i

(t)

�

i

(t)

s

l

d

s

r

i

(s; t)

ju(�

i

(t))j

(�

i

(t))

l

� 0:

Like in the case of Lemma 5.2 we can show that on the interval [t

2

;+1[

the last inequality has an oscillatory proper solution u

1

satisfying (2.14

n�1

)

where t

2

� t

1

is su�ciently large. On the other hand, by Lemma 1.3 we

have

u

1

(t)

t

l

" +1 for t " +1:

10

Therefore on the interval [t

2

;+1[ the function u

1

is a solution of inequality

(7.39) satisfying (2.14

n�1

). But Theorem 7.3 and condition (7.26

n�1

) imply

that (7.39) has no solution satisfying (2.14

n�1

). The obtained contradiction

proves the theorem. �

If F 2 V (�), conditions (0:2), (7:29), (7:30), (7:32) are

ful�lled with � 2 [n� 2; n� 1] and there exists " 2]0; 1] such that condition

(7:31

n�1

) holds, then equation (0:1) has property .

If F 2 V (�) and conditions (0:2), (7:33) are ful�lled with

0 < � < � � 1, then for equation (0:1) to have property it is su�cient

that

c > maxf�(�+ 1)�(�� 1) � � � (�� n+ 1)�

�(�

�+1

� �

�+1

)

�1

: � 2 [n� 2; n� 1]g: (7.40)

Let c > 0, 0 < � < � � 1. Then condition (7:40) is

necessary and su�cient for equation (7:35) to have property .

Let F 2 V (�), condition (0:2) be ful�lled and for some

t

0

2 R

+

jF (u)(t)j �

1

t

n

m

X

i=1

c

i

ju(�

i

t)j for t 2 [t

0

;+1[; u 2M

t

0

; (7.41)

10

It is assumed that l < n� 2 because otherwise l = n� 1, i.e. (7.39) has a solution

satisfying (2.14

n�1

).
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where 0 < �

i

� 1 and c

i

> 0 (i = 1; : : : ;m). Then the condition

m

X

i=1

c

i

�

�

i

> ��(�� 1) � � � (�� n+ 1) for � 2 [n� 2; n� 1]

is su�cient for equation (0:1) to have property .

[12]. Let p 2 L

loc

(R

+

;R

+

) and

lim

t!+1

t

Z

+1

t

s

n�2

p(s)ds > maxf��(��1) � � � (��n+1) : � 2 [n�2; n�1]g:

Then equation (6:8) has property .

If F 2 V (�) and conditions (0:3), (7:23){(7:25), (7:27),

(7:38) are ful�lled, then for equation (0:1) to have property it is su�cient

in the case of an even n (of an odd n) that for any � 2 [n�1; n�2[ (for any

� 2 [0; 1][ [n� 3; n� 2]) there exist " 2]0; 1[ such that conditions (7:26

n�2

)

((7:26

1

) and (7:26

n�2

)) be ful�lled.

Proof. Let us assume the contrary, i.e. that equation (0.1) has no property

. Then by (0.3) and (7.23) the inequality

u

(n)

(t) signu(t) �

m

X

i=1

Z

�

i

(t)

�

i

(t)

ju(s)jd

s

r

i

(s; t) (7.42)

has no property . Let u 2 [t

0

;+1[! R be a nonoscillatory proper solution

of inequality (7.42). Following Lemma 1.1, there exists l 2 f0; : : : ; ng (l+n

is even) such that (2.14

l

) is ful�lled. If we assume that l = n (n is even

and l = 0), then (0.5) ((0.4)) will be ful�lled by virtue of (7.25) and (7.27).

Thus, since by our assumption inequality (7.42) has no property , we

conclude that l 2 f1; : : : ; n� 2g. If l 2 f2; : : : ; n� 2g, then by a reasoning

similar to that used in considering Theorem 7.5 we prove that by Corollary

5.1 inequality (7.42) has an oscillatory proper solution satisfying (2.14

n�2

).

This means that for an even n (for an odd n) inequality (7.42) has a solution

satisfying (2.14

n�2

) ((2.14

1

) or (2.14

n�2

)).

However by Theorem 7.4 and (7.26

1

), (7.26

n�2

) the di�erential inequality

(7.42) has no proper solution satisfying (2.14

1

), (2.14

n�2

). The obtained

contradiction proves the theorem. �

Let F 2 V (�) and conditions (0:3), (7:29), (7:30), (7:38)

be ful�lled. Besides, if in the case of an even n (in the case of an odd n) for

any � 2 [n� 2; n� 1] (for any � 2 [0; 1[[[n� 2; n� 1[) there exists " 2]0; 1[

such that condition (7:31

n�2

) ((7:31

1

) and (7:31

n�2

)) holds, then equation

(0:1) has property .
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Let F 2 V (�) and conditions (0:3), (7:33) be ful�lled,

where 0 < � < � � 1 and c 2]0;+1[. Moreover, if

c > maxf(�+ 1)�(�� 1) � � � (�� n+ 1)�

�(�

�+1

� �

�+1

)

�1

: � 2 [0; 1] [ [n� 3; n� 2]g;

then equation (0:1) has property .

Let c < 0 and 0 < � < � � 1. Then for equation (7:35)

to have property it is necessary and su�cient that

c < �maxf(�+ 1)�(�� 1) � � � (� � n+ 1)�

�(�

�+1

� �

�+1

)

�1

: � 2 [0; 1] [ [n� 3; n� 2]g:

0

If F 2 V (�) and conditions (0:3), (7:23){(7:25), (7:27),

(7:38) are ful�lled, then for equation (0:1) to have property it is su�cient

in the case of an even n (in the case of an odd n) that for any � 2 [n�3; n�2]

(� 2 [0; 1[[[n� 3; n� 2[) there exist " 2]0; 1[ such that (7:36) be satis�ed.

Proof. This theorem is proved like Theorem 7.6, if we replace Theorem 7.4

by Theorem 7.4

0

. �

If F 2 V (�), and conditions (0:3), (7:29), (7:30), (7:32),

(7:38) are ful�lled, then for equation (0:1) to have property it is su�cient

in the case of an even n (in the case of an odd n) that for any � 2 [n�3; n�2[

(for any � 2 [0; 1[[[n � 3; n � 2]) there exist " 2]0; 1[ such that condition

(7:37) hold.

Let p 2 L

loc

(R

+

;R

�

) and

lim

t!+1

t

Z

+1

t

s

n�2

jp(s)jds>max

�

�(��1) � � � (��n+1) : � 2 [0; 1][[n�3; n�2]

	

:

Then equation (6:8) has property .

In the case of an even n Corollary 2 from [12] is a particular case of the

above corollary.

Let F 2 V (�) and conditions (0:3), (7:41) be ful�lled,

where c

i

> 0 and 0 < �

i

� 1 (i = 1; : : : ;m). Besides, if

m

X

i=1

c

i

�

�

i

> �(�� 1) � � � (�� n+ 1) for � 2 [0; 1] [ [n� 3; n� 2];

then equation (0:1) has property .
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If F 2 V (�), conditions (0:2), (7:23), (7:24), (7:27) are

ful�lled,

�

i

(t) � t for t 2 R

+

(i = 1; : : : ;m) (7.43)

and in the case of an even n (in the case of an odd n) for any � 2 [0; 1[

(for any � 2 [1; 2[[[n � 2; n � 1[) there exists " 2]0; 1[ such that condition

(7:26

1

) ((7:26

2

) and (7:26

n�1

)) holds, then equation (0:1) has property .

Proof. Assume the contrary, i.e. that (0.1) has no property . Then by

(0.2) and (7.23) inequality (7.39) has no property .

Assuming u : [t

0

;+1[! R to be an oscillatory proper solution of in-

equality (7.39), by Lemma 1.1 there exists l 2 f0; : : : ; n� 1g (l + n is odd)

such that (2.14

l

) is satis�ed. If n is odd and l = 0, then (0.4) is ful�lled.

Since (7.39) has no property , we conclude that l 2 f1; : : : ; n � 1g. Sim-

ilarly to Lemma 5.4 we show that for an even n (for an odd n) inequality

(7.39) has a proper solution of form (2.14

1

) ((2.14

2

) or (2.14

n�1

)).

On the other hand, on account of Theorem 7.3 and (7.26

1

) ((7.26

2

)

and (7.26

n�1

)) inequality (7.39) has no proper solution satisfying (7.14

1

)

((7.14

2

), (7.14

n�1

)). The obtained contradiction proves the theorem. �

Let F 2 V (�), conditions (0:2), (7:29) (7:32), (7:43) be

ful�lled and in the case of an even n (in the case of an odd n) for any

� 2 [0; 1[ (for any � 2 [1; 2[[[n � 2; n � 1[) there exist " 2]0; 1[ such that

condition (7:31

1

) ((7:31

2

) and (7:31

n�1

)) holds. Then equation (0:1) has

property .

Let F 2 V (�) and conditions (0:2), (7:33) be ful�lled,

where 1 � � < � and c > 0. Moreover, if for an even n (for an odd n)

c > maxf�(�+ 1)�(�� 1) � � � (�� n+ 1)�

�(�

�+1

� �

�+1

)

�1

: � 2 [0; 1]g (7.44)

�

c > maxf�(�+ 1)�(�� 1) � � � (� � n+ 1)�

�(�

�+1

� �

�+1

)

�1

: � 2 [1; 2] [ [n� 2; n� 1]g

�

; (7.45)

then equation (0:1) has property .

Let c > 0 and 1 � � < �. Then in the case of an even n

(in the case of an odd n) condition (7:44) ((7:45)) is necessary and su�cient

for equation (7:35) to have property .

0

. Let F 2 V (�), conditions (0:2), (7:23){(7:25), (7:27),

(7:43) be ful�lled and in the case of an even n (in the case of an odd n) for

any � 2 [0; 1[ (for any � 2 [1; 2[[[n�2; n�1[) there exist " 2]0; 1[ such that

(7:36) holds. Then equation (0:1) has property .
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Proof. This theorem is proved like Theorem 7.7, if we replace Theorem 7.3

by Theorem 7.3

0

. �

Let F 2 V (�), conditions (0:2), (7:29), (7:32), (7:43) be

ful�lled and in the case of an even n (in the case of an odd n) for any

� 2 [0; 1[ (for any � 2 [1; 2[[[n � 2; n � 1[) there exist " 2]0; 1[ such that

(7:37) holds. Then equation (0:1) has property .

Let F 2 V (�), conditions (0:3), (7:23), (7:24), (7:27), (7:43)

be ful�lled and in the case of an even n (in the case of an odd n) for any

� 2 [1; 2[ (for any � 2 [0; 1[) there exist " 2]0; 1[ such that (7:26

2

) ((7:26

1

))

holds. Then equation (0:1) has property .

Proof. Assume the contrary, i.e. that (0.1) has no property B. Then by

(0.3) and (7.23) inequality (7.42) has no property .

Assume u : [t

0

;+1[! R to be a nonoscillatory proper solution of in-

equality (7.42). Then by Lemma 1.1 there exists l 2 f0; : : : ; ng (l + n is

even) such that (2.14

l

) holds. If l = n (n is even and l = 0), then (0.5)

((0.4)) is satis�ed. Therefore, since inequality (7.42) has no property by

virtue of our assumption, we conclude that l 2 f1; : : : ; n� 2g. Similarly to

Lemma 5.5 it can be shown that for an even n (for an odd n) inequality

(7.42) has a proper solution satisfying (2.14

2

) ((2.14

1

)).

On the other hand, according to Theorem 7.4 and (7.26

2

) ((7.26

1

)) for

an even n (for an odd n) inequality (7.42) has no solution satisfying (7.14

2

)

((7.14

1

)). The obtained contradiction proves the theorem. �

Let F 2 V (�), conditions (0:3), (7:29), (7:32), (7:43) be

ful�lled and in the case of an even n (in the case of an odd n) for any

� 2 [1; 2[ (for any � 2 [0; 1[) there exist " 2]0; 1[ such that (7:31

2

) ((7:31

1

))

holds. Then equation (0:1) has property .

Let F 2 V (�) and conditions (0:3), (7:33) be ful�lled,

where 1 � � < � and c > 0. Moreover, if

c > maxf(�+ 1)�(�� 1) � � � (�� n+ 1)(�

�+1

� �

�+1

)

�1

: � 2 [0; 2]g;

then equation (0:1) has property .

Let c < 0 and 1 � � < �. Then for equation (7:35) to

have property it is necessary and su�cient that

c < �maxf(�+ 1)�(�� 1) � � � (�� n+ 1)(�

�+1

� �

�+1

)

�1

: � 2 [0; 2]g:

0

Let F 2 V (�), conditions (0:3), (7:23), (7:24), (7:27),

(7:43) be ful�lled and in the case of an even n (in the case of an odd n) for

any � 2 [1; 2[ (for any � 2 [0; 1[) there exist " 2]0; 1[ such that (7:36) holds.

Then equation (0:1) has property .

Proof. This theorem is proved like Theorem 7.8, if we use Theorem 7.3

0

instead of Theorem 7.3. �
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Let F 2 V (�), conditions (0:3), (7:29), (7:32), (7:43) be

ful�lled and in the case of an even n (in the case of an odd n) for any

� 2 [1; 2[ (for any � 2 [0; 1[) there exist " 2]0; 1[ such that condition (7:37)

holds. Then equation (0:1) has property .

Let F 2 V (�) and conditions (0:3), (7:41) be ful�lled,

where �

i

� 1 and c

i

> 0 (i = 1; : : : ;m). Then the condition

m

X

i=1

c

i

�

�

i

> �(�� 1) � � � (�� n+ 1) for � 2 [0; 2]

is su�cient for equation (0:1) to have property .

The corollaries formulated in Subsection 7.2 are exact, which is testi�ed to

by the validity of the following

Let F 2 V (�), condition (0:2) ((0:3)) be ful�lled and

jF (u)(t)j � '(u)(t) for t 2 R

+

; u 2 C(R

+

;R

+

); (7.46)

where ' : C(R

+

;R

+

)! L

loc

(R

+

;R

+

) is a continuous mapping,

'(x)(t) � '(y)(t) if x; y 2 C(R

+

;R

+

) and

x(s) � y(s) for s � �(t):

(7.47)

Moreover, if for some t

0

2 R

+

, l 2 f1; : : : ; n � 1g and � 2 [l � 1; l[,

11

where l + n is odd (l + n is even) we have

t

l��

Z

+1

t

s

n�l�1

'(�

�

)(s)ds �

n�1

Y

i=0;i6=l

j�� ij for t � t

0

; (7.48)

where �

�

(t) = t

�

, then equation (0:1) has a proper solution satisfying (2:14

l

).

Proof. Let U be the set of functions u 2 C([t

0

;+1[;R) satisfying the con-

dition

u(t) = c

l

for t 2 [t

0

; t

�

]; c(t� t

�

)

l�1

� u(t) � t

�

for t > t

�

; (7.49)

where t

�

= maxfs : �

�

(s) � t

0

g, �

�

(t) = minft; �(t)g, c 2

h

0;

1

l!

Q

l�2

i=0

j�� ij

i

and c

l

= c for l = 1, c

l

= 0 for l > 1. De�ne the operator T : U !

C([t

0

;+1[;R) by

T (u)(t) =

8

>

<

>

:

c(t� t

�

)

l�1

+

(�1)

n+l+1

(l�1)!(n�l�1)!

R

t

t

�

(t� s)

l�1

R

+1

s

(� � s)

n�l�1

�

�F (u)(�)d� ds for t > t

�

;

c

l

for t 2 [t

0

; t

�

]:

(7.50)

11

When � = l � 1 we have '(�

�

)(t) = 0 almost everywhere on the interval [t

0

;+1[.

Since in that case the validity of the theorem is obvious, it will be assumed below that

� 2]l � 1; l[.
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Show that TU � U . By (0.2) ((0.3)) and (7.49) and the assumption that

l+n is odd (l+n is even) we �nd that if u 2 U , then T (u)(t) � c(t� t

�

)

l�1

for t � t

�

. Show that if u 2 U , then T (u)(t) � t

�

for t � t

�

.

Consider at �rst the case l = n�1. By virtue of (7.46){(7.49) from (7.50)

we obtain

T (u)(t) � c(t� t

�

)

n�2

+

Q

n�2

i=0

(�� i)

(n� 2)!

Z

t

t

�

(t� s)

n�2

s

��(n�1)

ds �

� c(t� t

�

)

n�2

�

Q

n�3

i=0

(�� i)

(n� 2)!

t

�+2�n

�

(t� t

�

)

n�2

+ t

�

� t

�

for t > t

�

:

12

Let now l < n� 1. Then by (7.46){(7.49) from (7.50) we have

T (u)(t) � c(t� t

�

)

l�1

�

1

(l � 1)!(n� l � 1)!

Z

t

t

�

(t� s)

l�1

�

�

Z

+1

s

�

� � s

�

�

n�l�1

d

Z

+1

�

�

n�l�1

1

'(�

�

)(�

1

)d�

1

ds = c(t� t

�

)

l�1

+

+

1

(l� 1)!(n� l � 1)!

Z

t

t

�

(t� s)

l�1

Z

+1

s

��

� � s

�

�

n�l�1

�

0

�

�

Z

+1

�

�

n�l�1

1

'(�

�

)(�

1

)d�

1

d� ds � c(t� t

�

)

l�1

+

+

Q

n�1

i=0;i6=l

j�� ij

(l � 1)!(n� l� 1)!

Z

t

t

�

(t� s)

l�1

Z

+1

s

�

��l

��

� � s

�

�

n�l�1

�

0

d� ds =

= c(t� t

�

)

l�1

+

Q

n�1

i=0

j�� ij

(l � 1)!(n� l � 1)!

Z

t

t

�

(t� s)

l�1

�

�

Z

+1

s

(� � s)

n�l�1

�

��n

d� ds = c(t� t

�

)

l�1

+

Q

l�1

i=0

j�� ij

(l � 1)!

�

�

Z

t

t

�

(t� s)

l�1

s

��l

ds � c(t� t

�

)

l�1

�

Q

l�2

i=0

j�� ij

(l � 1)!

(t� t

�

)

l�1

�

�t

��l+1

�

+ t

�

� t

�

for t > t

�

:

Therefore TU � U .

On the other hand, it is obvious that U is a closed bounded convex set.

We easily ascertain that the operator T is continuous and TU is an equicon-

tinuous set on every �nite segment of the interval [t

0

;+1[. Therefore by

Lemma 2.1 there exists u 2 U such that Tu = u. It is easy to see that the

function u is a proper solution of equation (0.1) satisfying (2.14

l

). �

0

. Let conditions (0:2), (7:46), (7:47) ((0:3), (7:46), (7:47))

be ful�lled and assume that for some t

0

2 R

+

, l 2 f1; : : : ; n � 1g and

12

Without loss of generality it can be assumed here that t

�

� 1.
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� 2 [l� 1; l[, where l + n is odd (l + n is even) we have

t

Z

+1

t

�

n�2��

'(�

�

)(�)d� �

n�1

Y

i=0

j�� ij for t � t

0

; (7.51)

with �

�

(t) = t

�

. Then equation (0:1) has a proper solution satisfying (2:14

l

).

Proof. To prove the theorem it su�ces to show that (7.51) implies (7.48).

By (7.51) we have

t

l��

Z

+1

t

�

n�l�1

'(�

�

)(�)d� = �t

l��

Z

+1

t

�

��l+1

�

�d

Z

+1

�

s

n�2��

'(�

�

)(s)ds = t

Z

+1

t

�

n�2��

'(�

�

)(�)d� +

+(�+ 1� l)t

l��

Z

+1

t

�

��l

Z

+1

�

s

n�2��

'(�

�

)(s)ds d� �

�

n�1

Y

i=0

j�� ij

�

1 +

�+ 1� l

l � �

�

=

n�1

Y

i=0;i6=l

j�� ij: �
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CHAPTER 3

x

8. Some auxiliary statements

A proper solution u : [t

0

;+1[! R of equation (0.1) is

called Kneser-type if there exists t

1

2 [t

0

;+1[ such that

(�1)

i

u

(i)

(t)u(t) > 0 for t � t

1

(i = 0; : : : ; n� 1): (8.1)

Let

p 2 L

loc

(R

+

;R

+

); � 2 C(R

+

;R

+

); (8.2)

�(t) � t for t 2 R

+

; lim

t!+1

�(t) = +1 (8.3)

and � BE nondecreasing. Let, moreover, u : [t

0

;+1[! R be a solution of

the equation

u

(n)

(t) + (�1)

n+1

p(t)u(�(t)) = 0 (8.4)

satisfying (8:1). Then for any k 2 f0; : : : ; n� 1g we have

�

k

(t)ju(�(t))j � (n� k � 1)!(n� 1)!u

k

(t) for t � t

�

; (8.5)

where

t

�

= �

�

(t

1

); �

�

(t) = maxfs : �(s) � tg; (8.6)

u

k

(t) =

n�1

X

i=k

t

i�k

ju

(i)

(t)j

(i� k)!

; (8.7)

�

k

(t) = maxf 

k

(t; s; �) : � 2 [t; �

�

(t)]; s 2 [�(�); t]g (8:8

k

)

and

 

k

(t; s; �) =

Z

t

s

�

n�k�1

p(�)d�

Z

�

t

�

n�k�1

p(�)d� �

�

�

s

k+1�n

(s� �(�))

n�1

+

1

(n� 1)!

Z

s

�(�)

(� � �(�))

n�1

�

�p(�)(� � �(�))

n�1

�

k+1�n

d�

�

: (8:9

k

)

Proof. By (8.4) and (8.1)

u

k

(s) �

1

(n� k � 1)!

Z

t

s

�

n�k�1

p(�)ju(�(�))jd� for t

�

� s � t; (8.10)

where t

�

is de�ned by (8.6) and u

k

{ by (8.7).
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Let t 2 [t

�

;+1[ and (s

0

; �

0

) be the point of maximum of the function

 

k

(t; �; �) on [�(�

0

); t]� [t; �

�

(t)]. Then by (8.10)

u

k

(s

0

) �

1

(n� k � 1)!

Z

t

s

0

s

n�k�1

p(s)ju(�(s))jds �

�

1

(n� k � 1)!

Z

t

s

0

s

n�k�1

p(s)dsju(�(t))j; (8.11)

u

k

(t) �

1

(n� k � 1)!

Z

�

0

t

s

n�k�1

p(s)ju(�(s))jds �

�

1

(n� k � 1)!

Z

�

0

t

s

n�k�1

p(s)dsju(�(�

0

))j: (8.12)

On the other hand, since u

k

(t) is nonincreasing, from (8.2) and (1.6

0n

) we

obtain

ju(�(�

0

))j �

(n� k � 1)!

(n� 1)!

h

s

k+1�n

0

(s

0

� �(�

0

))

n�1

+

+

1

(n� 1)!

Z

s

0

�(�

0

)

(� � �(�

0

))

n�1

�

�p(�)(� � �(�))

n�1

�

k+1�n

d�

i

u

k

(s

0

)

whence by (8.11) and (8.12) it follows the validity of (8.5), where �

k

is

de�ned by (8.8

k

) and (8.9

k

). �

Let (8:2) and (8:3) be ful�lled and

lim

t!+1

Z

t

�(t)

p(s)ds > 0; (8.13)

vrai supfp(t) : t 2 R

+

g < +1; (8.14)

where the function � is nondecreasing. Let, moreover, u : [t

0

;+1[! R be a

proper solution of (8:4) satisfying (8:1). Then

lim

t!+1

ju(�(t))j

ju

(n�1)

(t)j

< +1: (8.15)

Proof. According to Lemma 8.1, it su�ces to show that

lim

t!+1

�

n�1

(t) > 0; (8.16)

where the function �

n�1

is de�ned by (8.8

n�1

) and (8.9

n�1

).

In view of (8.13) there exist c > 0 and t

2

> t

1

such that

Z

t

�(t)

p(s)ds � c for t � t

2

: (8.17)
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Let t 2 [t

2

;+1[. Then by (8.17) there exist t

�

2]t; �

�

(t)], t 2]t; t

�

[ and

t 2]�(t

�

); t[ such that

13

Z

t

�(t

�

)

p(s)ds �

c

4

;

Z

t

t

p(s)ds �

c

4

;

Z

t

t

p(s)ds �

c

4

: (8.18)

According to (8.8

n�1

) and (8.9

n�1

) it is clear that

�

n�1

(t) �

Z

t

t

p(s)ds

Z

t

t

p(s)ds(t� �(t))

n�1

: (8.19)

On the other hand, by (8.14) from (8.17) we have t� �(t) � t� �(t

�

) �

c

4r

,

where r = vrai supfp(t) : t 2 R

+

g. Therefore (8.18) and (8.19) imply

�

n�1

(t) �

c

3

64r

for t � t

2

whence it follows the validity of (8.16). �

Let (8:2), (8:3) be ful�lled and for some k 2 f0; : : : ; n� 1g

lim

t!+1

Z

t

�(t)

s

n�k�1

p(s)ds > 0; (8:20

k

)

vrai supft

n�k

p(t) : t 2 R

+

g < +1; (8:21

k

)

where � is nondecreasing. Let, moreover, u : [t

0

;+1[! R be a proper

solution of (8:4) satisfying (8:1). Then

lim

t!+1

�

k

(t)ju(�(t))j

u

k

(t)

< +1; (8.22)

where u

k

is de�ned by (8:7).

Proof. According to Lemma 8.1 it su�ces to show that

lim

t!+1

�

k

(t)�

�k

(t) > 0: (8.23)

By (8.20

k

) there exist c > 0 and t

2

> t

1

such that

Z

t

�(t)

s

n�k�1

p(s)ds � c for t � t

2

: (8.24)

Let t 2 [t

2

;+1[. By (8.24) there exist t

�

2]t; �

�

(t)], t 2]t; t

�

[ and t 2

]�(t

�

); t[ such that

Z

t

�(t

�

)

s

n�k�1

p(s)ds �

c

4

;

Z

t

t

s

n�k�1

p(s)ds �

c

4

;

Z

t

t

s

n�k�1

p(s)ds �

c

4

:

(8.25)

13

the function �

�

is de�ned by (8.6)
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From (8.8

k

) and (8.9

k

) it follows

�

k

(t) �

Z

t

t

s

n�k�1

p(s)ds

Z

t

t

s

n�k�1

p(s)ds t

k+1�n

(t� �(t))

n�1

: (8.26)

On the other hand, (8.21

k

) and (8.25) imply �(t

�

) � expf�

c

4r

k

gt with

r

k

= vrai supft

n�k

p(t) : t 2 R

+

g. Hence, since t � �(t), by (8.26) and

(8.25) we have

�

k

(t) �

c

2

16

�

k

(t)

�

1� exp

�

�

c

4r

k

	

�

n�1

for t � t

2

:

Therefore (8.23) is valid. �

Let (8:2) and (8:3) be ful�lled and for some t

0

2 R

+

Z

t

�(t)

p(s)ds > 0 for t � t

0

: (8.27)

Let, moreover, u : [t

0

;+1[! R be a solution of the inequality

(�1)

n+1

u

(n)

(t) signu(t) + p(t)ju(�(t))j � 0 (8.28)

satisfying (8:1). Then there exists t

�

� t

1

such that (8:4) has a proper

solution u

�

: [t

�

;+1[!]0;+1[ satisfying

(�1)

i

u

(i)

�

(t) > 0 for t � t

�

(i = 0; : : : ; n� 1); (8.29)

ju

(i)

�

(t)j � ju

(i)

(t)j for t � t

�

(i = 0; : : : ; n� 1): (8.30)

Proof. According to (8.28)

ju

(i)

(t)j�

1

(n� i� 1)!

Z

+1

t

(s� t)

n�i�1

p(s)ju(�(s))jds (8.31)

for t � t

�

(i = 0; : : : ; n� 1);

where t

�

= �

�

(t

1

) (the function �

�

is de�ned by (8.6)).

Consider the sequence fu

i

g

+1

i=1

of functions de�ned by

u

1

(t) = ju(t)j for t � t

1

;

u

i

(t) =

(

1

(n�1)!

R

+1

t

(s� t)

n�1

p(s)u

i�1

(�(s))ds for t � t

�

;

u

i

(t

�

) + ju(t)j � ju(t

�

)j for t 2 [t

1

; t

�

[ (i = 2; 3; : : : ):

This sequence is obviously decreasing. Its limit u

�

is a solution of the

integral equation

u

�

(t) =

(

1

(n�1)!

R

+1

t

(s� t)

n�1

p(s)u

�

(�(s))ds for t � t

�

;

u

�

(t

�

) + ju(t)j � ju(t

�

)j for t 2 [t

1

; t

�

[:

(8.32)

on [t

�

;+1[.
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Show that

u

�

(t) > 0 for t � t

�

: (8.33)

Suppose the contrary. Then there exists t

�

2 [t

�

;+1[ such that

u

�

(t) � 0 for t � t

�

; u

�

(t) > 0 for t 2 [t

1

; t

�

[: (8.34)

Denote by E the set of all t 2 [t

�

;+1[ satisfying �(t) = t

�

and put t

0

=

inf E. By (8.27) and (8.34) there exists t

0

�

2]t

�

; t

0

] such that

Z

t

0

�

t

�

(s� t

�

)

n�1

p(s)u

�

(�(s))ds > 0:

Therefore (8.32) implies

u

�

(t

�

) �

1

(n� 1)

Z

+1

t

�

(s� t

�

)

n�1

p(s)u

�

(�(s))ds �

�

1

(n� 1)!

Z

t

0

�

t

�

(s� t

�

)

n�1

p(s)u

�

(�(s))ds > 0:

But this contradicts (8.34). The obtained contradiction proves that (8.33)

is ful�lled. On the other hand, according to (8.31), (8.32) and (8.33) u

�

is

a solution of (8.4) satisfying (8.29) and (8.30). �

Let (8:2) and (8:3) be ful�lled, the function � be nondecreas-

ing and for some k 2 f0; : : : ; n� 1g and t

0

2 R

+

let

�

k

(t) > 0 for t � t

0

: (8:35

k

)

Let, moreover, u : [t

0

;+1[! R be a proper solution of (8:28) satisfying

(8:1). Then

lim

t!+1

u

k

(t) exp

n

(n� 1)!

Z

t

t

1

p(s)s

n�k�1

(�

k

(s))

�1

ds

o

> 0; (8.36)

where u

k

and �

k

are de�ned respectively by (8:7) and (8:8

k

), (8:9

k

).

Proof. According to Lemma 8.4 equation (8.4) has a proper solution u

�

:

[t

�

;+1[!]0;+1[ satisfying (8.29) and (8.30), where t

�

is su�ciently large.

By (8.35

k

) and Lemma 8.1

u

�

(�(t))

u

�k

(t)

� (n� k � 1)!(n� 1)!(�

k

(t))

�1

for t � t

2

;

where t

2

� t

�

is su�ciently large and

u

�k

(t) =

n�1

X

i=k

t

i�k

ju

(i)

�

(t)j

(i� k)!

: (8.37)
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Therefore from (8.4) we have

u

�k

(t) = u

�k

(t

2

) exp

n

�

1

(n� k � 1)!

Z

t

t

2

s

n�k�1

p(s)

u

�

(�(s))

u

�k

(s)

ds

o

�

� u

�k

(t

2

) exp

n

� (n� 1)!

Z

t

t

2

s

n�k�1

p(s)(�

k

(s))

�1

ds

o

for t � t

2

whence, taking into account (8.7), (8.30) and (8.37), we deduce (8.36). �

Taking into account Lemmas 8.1{8.5, we can easily ascertain the validity

of the following corollaries.

Let (8:2) and (8:3) be ful�lled, � be nondecreasing, for some

k 2 f0; : : : ; n� 1g (8:35

k

) hold and

lim

t!+1

1

t

Z

t

t

0

p(s)s

n�k�1

(�

k

(s))

�1

ds < +1; (8.38)

where �

k

is de�ned by (8:8

k

) and (8:9

k

). Let, moreover, u : [t

0

;+1[! R

be a proper solution of (8:28) satisfying (8:1). Then there exists � > 0 such

that

ju(t)je

�t

! +1 for t! +1: (8.39)

0

Let (8:2), (8:3), (8:13) and (8:14) be ful�lled with � non-

decreasing. Let, moreover, u : [t

0

;+1[! R be a proper solution of (8:28)

satisfying (8:1). Then � > 0 exists such that (8:39) holds.

Let (8:2) and (8:3) be ful�lled, � be nondecreasing, for some

k 2 f0; : : : ; n� 1g (8:35

k

) hold and

lim

t!+1

1

ln t

Z

t

t

0

p(s)s

n�k�1

(�

k

(s))

�1

ds < +1; (8.40)

where �

k

is de�ned by (8:8

k

) and (8:9

k

). Let, moreover, u : [t

0

;+1[! R

be a proper solution of (8:28) satisfying (8:1). Then there exists � > 0 such

that

ju(t)jt

�

! +1 for t! +1: (8.41)

0

Let (8:2) and (8:3) be ful�lled with � nondecreasing and

(8:20

k

) and (8:21

k

) hold for some k 2 f0; : : : ; n � 1g. Let, moreover, u :

[t

0

;+1[! R be a proper solution of (8:28) satisfying (8:1). Then there

exists � > 0 such that (8:41) holds.

Let (8:2) and (8:3) be ful�lled, � be nondecreasing, for some

k 2 f0; : : : ; n� 1g (8:35

k

) hold and for some r 2 f2; 3; : : :g

lim

t!+1

1

ln

r

t

Z

t

t

0

s

n�k�1

p(s)(�

k

(s))

�1

ds < +1; (8:42

k

)
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where ln

1

t = ln t, ln

i

t = ln ln

i�1

t (i = 2; : : : ; r) and �

k

is de�ned by (8:8

k

)

and (8:9

k

). Let, moreover, u : [t

0

;+1[! R be a proper solution of (8:28)

satisfying (8:1). Then there exists � > 0 such that

ju(t)j ln

�

r�1

t! +1 for t! +1: (8.43)

0

Let (8:2), (8:3), (8:20

k

) and (8:21

k

) hold for some k 2

f0; : : : ; n� 1g and for some r 2 f2; 3; : : :g

lim

t!+1

1

ln

r

t

Z

t

t

0

s

n�k�1

p(s)�

�k

(s)ds < +1: (8:44

k

)

Let, moreover, u : [t

0

;+1[! R be a proper solution of (8:28) satisfying

(8:1). Then there exists � > 0 such that (8:43) holds.

x

9. On the existence of Kneser-type solutions

Let t

0

2

R

+

. Denote by H

�

t

0

;�

the set of all functions u 2

e

C

n�1

loc

(R

+

;R) satisfying

(�1)

i

u

(i)

(t)u(t) > 0 (i = 0; : : : ; n� 1);

(�1)

n

u

(n)

(t)u(t) � 0 for t � t

�

;

where t

�

= minft

0

; �

�

(t

0

)g, �

�

(t) = inff�(s) : s � tg.

Let F 2 V (�) and for some t

0

2 R

+

(�1)

n+1

F (u)(t) signu(t) � '(juj)(t) (9.1)

for u 2 H

�

t

0

;�

; t � t

0

;

where ' 2M

+

(�)

14

and

� 2 C(R

+

;R

+

) is nondecreasing; �(t) � t

for t 2 R

+

; lim

t!+1

�(t) = +1:

(9.2)

Let, moreover, u : [t

0

;+1[! R be a proper solution of (0:1) satisfying (8:1)

and there exist  2

e

C

loc

([t

0

;+1[;R

+

), r

2

> 0 and r

1

2 [0; r

2

[ such that

(t) " +1 as t " +1; lim

t!+1

((t))

r

2

ju(t)j = +1;

lim

t!+1

((t))

r

1

ju(t)j = 0; lim

t!+1

(t)

(�(t))

< +1:

(9.3)

Then

lim

t!+1

((t))

r

2

Z

+1

t

(s� t)

n�1

'(�)(s)ds � (n� 1)!c

r

2

�r

1

; (9.4)

14

The de�nition of the set see on the page 75
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where

�(t) = ((t))

�r

2

; c = lim

t!+1

(t)

(�(t))

:

Proof. Denote

eu(t) = inff((s))

r

2

ju(s)j : s � tg: (9.5)

By (9.2), (9.3) and (9.5) we have

eu(�(t)) " +1 for t " +1 (9.6)

and

lim

t!+1

eu(�(t))((t))

r

1

�r

2

= 0: (9.7)

According to (9.5), (9.7) and Lemma 7.1, there exists a sequence of numbers

ft

k

g

+1

k=1

such that t

k

" +1 as k " +1 and

eu(�(t

k

)) = ((�(t

k

))

r

2

ju(�(t

k

))j; ((t

k

))

r

1

�r

2

eu(�(t

k

)) �

� ((t))

r

1

�r

2

eu(�(t)) for t

�

� t � t

k

; (9.8)

where t

�

> t

1

is su�ciently large.

On the other hand, taking into account (8.1) and (9.1) from (0.1) we

have

ju(�(t))j �

1

(n� 1)!

Z

t

�(t)

(s� �(t))

n�1

'(juj)(s)ds +

+

1

(n� 1)!

Z

+1

t

(s� �(t))

n�1

'(juj)(s)ds for t � t

�

:

Hence by (9.5), (9.8) and the fact that ' 2M

+

(�) we obtain

ju(�(t

k

))j �

1

(n� 1)!

Z

t

k

�(t

k

)

(s� �(t

k

))

n�1

eu(�(s))'(�)(s)ds +

+

1

(n� 1)!

Z

+1

t

k

(s� �(t

k

))

n�1

eu(�(s))'(�)(s)ds �

�

((t

k

))

r

1

�r

2

((�(t

k

)))

r

2

ju(�(t

k

))j

(n� 1)!

Z

t

k

�(t

k

)

(s� �(t

k

))

n�1

�

�((s))

r

2

�r

1

'(�)(s)ds +

((�(t

k

)))

r

2

ju(�(t

k

))j

(n� 1)!

�

�

Z

+1

t

k

(s� �(t

k

))

n�1

'(�)(s)ds =

((�(t

k

)))

r

2

ju(�(t

k

))j

(n� 1)!

�

�

�

� ((t

k

))

r

1

�r

2

Z

t

k

�(t

k

)

((s))

r

2

�r

1

d

Z

+1

s

(� � �(t

k

))

n�1

�
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�'(�)(s)ds+

Z

+1

t

k

(s� �(t

k

))

n�1

'(�)(s)ds

�

�

�

((�(t

k

)))

r

2

ju(�(t

k

))j

(n� 1)!

�

(�(t

k

))

(t

k

)

�

r

2

�r

1

�

�

Z

+1

�(t

k

)

(s� �(t

k

))

n�1

'(�)(s)ds k = 2; 3; : : : ; (9.9)

where �(t) = ((t))

�r

2

.

Suppose that " 2]0; "

0

[. Then (9.9) implies

((�(t

k

)))

r

2

Z

+1

�(t

k

)

(s� �(t

k

))

n�1

'(�)(s)ds � (n� 1)!(c+ ")

r

2

�r

1

for k = k

0

; k

0

+ 1; : : : ;

where k

0

2 N is su�ciently large. Since " is arbitrary, hence it follows

(9.4). �

Let F 2 V (�) and (9:1) and (9:2) be ful�lled, where ' 2

M

+

(�) and

lim

t!+1

(�(t) � t) > �1: (9.10)

Moreover, let

'(juj)(t) � p(t)ju(�(t))j for u 2 H

�

t

0

;�

; t � t

0

; (9.11)

for some t

0

2 R

+

(8:2), (8:3) be ful�lled with � nondecreasing and for some

k 2 f0; : : : ; n�1g (8:35

k

), (8:38) hold, where �

k

is de�ned by (8:8

k

), (8:9

k

).

Then the condition

inf

n

lim

t!+1

e

�t

Z

+1

t

(s� t)

n�1

'(�)(s)ds : � 2]0;+1[

o

> (n� 1)!; (9.12)

where �(t) = e

��t

, is su�cient for (0:1) not to have a Kneser-type solution.

Proof. Suppose, on the contrary, that (0.1) has a proper solution u : [t

0

;+1[

! R satisfying (8.1). According to (8.35

k

), (8.38), (9.1), (9.11) and Corol-

lary 8.1 there exists � > 0 such that (8.39) is ful�lled.

Denote by � the set of all � satisfying (8.39) and put �

0

= inf �. By

(9.12) there exist t

�

> t

1

and " > 0 such that

e

�t

Z

+1

t

(s� t)

n�1

'(�)(s)ds � (n� 1)! + " (9.13)

for t � t

�

; � 2]�

0

; �

0

+ "]:
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Choose "

2

2]0; "[ and "

1

2 [0; "

2

[ such that

�

0

� "

1

� 0; c

"

2

+"

1

(n� 1)! < (n� 1)! + ";

lim

t!+1

e

(�

0

+"

2

)t

ju(t)j = +1; lim

t!+1

e

(�

0

�"

1

)t

ju(t)j = 0;

(9.14)

where c = lim

t!+1

e

t��(t)

. According to (9.1), (9.10) and (9.14) the conditions

of Lemma 9.1 are obviously satis�ed with (t) = e

t

, r

2

= �

0

+ "

2

and

r

1

= �

0

� "

1

. Therefore by (9.14) this lemma implies

lim

t!+1

e

(�

0

+"

2

)t

Z

+1

t

(s� t)

n�1

'(�)(s)ds � c

"

1

+"

2

(n� 1)! < (n� 1)! + ";

where �(t) = e

�(�

0

+"

2

)t

. But this contradicts (9.13). �

Let F 2 V (�) and (8:2), (8:3), (9:1), (9:2), (9:10) and

(9:11) be ful�lled, where ' 2M

+

(�). Let, moreover, for some k 2 f0; : : : ; n�

1g (8:35

k

) and (8:38) hold with a nondecreasing �. Then the condition

inf

�

�

�n

(vrai inf

t�t

0

e

�t

'(�)(t)) : � 2]0;+1[

	

> 1; (9.15)

where �(t) = e

�t

and t

0

2 R

+

, is su�cient for (0:1) not to have a Kneser-

type solution.

Proof. It su�ces to note that (9.15) implies (9.12). �

0

Let F 2 V (�) and (8:2), (8:3), (8:13), (8:14), (9:1),

(9:2), (9:10) and (9:11) be ful�lled, where ' 2 M

+

(�) and � is nonde-

creasing. Then the condition (9:12) ((9:15)) is su�cient for (0:1) not to

have a Kneser-type solution.

Proof. The assertion of the theorem follows from Corollary 8.1

0

and Theo-

rem 9.1 (Corollary 9.1). �

Let F 2 V (�) and for some t

0

2 R

+

(�1)

n+1

F (u)(t) signu(t) �

m

X

i=1

Z

�

i

(t)

�

i

(t)

ju(s)jd

s

r

i

(s; t) (9.16)

for u 2 H

�

t

0

;�

; t � t

0

;

where

�

i

;�

i

2 C(R

+

;R

+

); �

i

(t) � �

i

(t) for t 2 R

+

; (i = 1; : : : ;m); (9.17)

lim

t!+1

(�

i

(t)� t) > �1 (i = 1; : : : ;m); (9.18)

r

i

(s; t) are measurable; r

i

(�; t) are nondecreasing (i = 1; : : : ;m): (9.19)
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Let, moreover, there exist i

0

2 f1; : : : ;mg and a nondecreasing function

� 2 C(R

+

;R

+

) such that

�

i

0

(t) � �(t) � minft; �

i

0

(t)g (9.20)

and for some k 2 f0; : : : ; n� 1g and t

�

2 R

+

let

�

k

(t) > 0 for t � t

�

; (9:21

k

)

lim

t!+1

1

t

Z

t

t

�

s

n�k�1

p(s)(�

k

(s))

�1

ds < +1; (9:22

k

)

where �

k

is de�ned by (8:8

k

), (8:9

k

) and

p(t) = r

i

0

(�(t); t)� r

i

0

(�

i

0

(t); t): (9.23)

Then the condition

inf

n

lim

t!+1

e

�t

Z

+1

t

(s� t)

n�1

m

X

i=1

Z

�

i

(s)

�

i

(s)

e

���

d

�

�

�r

i

(�; s)ds : � 2]0;+1[

o

> (n� 1)!: (9.24)

is su�cient for the (0:1) not to have a Kneser-type solution.

Proof. It su�ces to show that the operator de�ned by

'(u)(t) =

m

X

i=1

Z

�

i

(t)

�

i

(t)

u(s)d

s

r

i

(s; t) (9.25)

satis�es the conditions of the Theorem 9.1. Indeed, taking into account

(9.20) and (9.25) we see that (9.11) holds with p de�ned by (9.23). On the

other hand, by (9.18) the conditions (9.10) and

'(xy)(t) � x(�(t))'(y)(t)

for all x; y 2 C(R

+

;R

+

); x(t) " +1 as t " +1

are ful�lled with

�(t) = inffmin(�

i

(s) : i = 1; : : : ;m) : s � tg: (9.26)

Therefore ' 2M

+

(�), so according to (9.21

k

), (9.22

k

) and (9.24) the oper-

ator de�ned by (9.25) satis�es all the conditions of Theorem 9.1. �

0

Let F 2 V (�), the conditions (9:16){(9:19) be ful�lled and

let there exist i

0

2 f1; : : : ;mg and a nondecreasing function � 2 C(R

+

;R

+

)

such that (9:20), (8:13) and (8:14) hold, where p is de�ned by (9:23). Then

the condition (9:24) is su�cient for (0:1) not to have a Kneser-type solution.

Proof. The assertion of the theorem follows from Corollary 8.1

0

and Theo-

rem 9.2. �
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Let F 2 V (�), c

i

> 0, �

i

;�

i

2 R, �

i

< �

i

(i = 1; : : : ;m),

�

i

0

> 0 for some i

0

2 f1; : : : ;mg and for some t

0

2 R

+

(�1)

n+1

F (u)(t) signu(t) �

m

X

i=1

c

i

Z

t��

i

t��

i

ju(s)jds (9.27)

for u 2 H

�

t

0

;�

; t � t

0

:

Then the condition

inf

n

�

�n�1

m

X

i=1

c

i

(e

��

i

� e

��

i

) : � 2]0;+1[

o

> 1 (9.28)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. It su�ces to note that in view of (9.27) and (9.28) the conditions of

Theorem 9.2

0

are ful�lled with �

i

(t) = t��

i

, �

i

(t) = t ��

i

, r

i

(s; t) = c

i

s

(i = 1; : : : ;m). �

0

Let c

i

> 0, �

i

;�

i

2 R, �

i

< �

i

(i = 1; : : : ;m) and

there exist i

0

2 f1; : : : ;mg such that �

i

0

> 0. Then the condition (9:28) is

necessary and su�cient for the equation

u

(n)

(t) + (�1)

n+1

m

X

i=1

c

i

Z

t��

i

t��

i

u(s)ds = 0 (9.29)

not to have a Kneser-type solution.

Proof. The su�ciency follows from the Corollary 9.2. If we assume that

(9.29) is violated, then (9.29) obviously has the proper solution u(t) = e

�t

with � < 0. �

Let F 2 V (�) and for some t

0

2 R

+

(�1)

n+1

F (u)(t) signu(t) �

m

X

i=1

p

i

(t)ju(�

i

(t))j (9.30)

for u 2 H

�

t

0

;�

; t � t

0

;

where

�

i

2 C(R

+

;R

+

); lim

t!+1

�

i

(t) = +1;

p

i

2 L

loc

(R

+

;R

+

) (i = 1; : : : ;m);

(9.31)

lim

t!+1

(�

i

(t)� t) > �1 (i = 1; : : : ;m): (9.32)
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Let, moreover, i

0

2 f1; : : : ;mg exist such that �

i

0

(t) � t and for t 2 R

+

, for

some k 2 f0; : : : ; n� 1g the conditions (8:35

k

), (8:38) be ful�lled with �

k

(t)

de�ned by (8:8

k

), (8:9

k

), p(t) � p

i

0

(t) and �(t) � �

i

0

(t). Then the condition

inf

n

lim

t!+1

e

�t

Z

1

t

(s� t)

n�1

m

X

i=1

p

i

(s)e

���

i

(s)

ds :

: � 2]0;+1[

o

> (n� 1)! (9.33)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. According to (9.30) the condition (9.16) is ful�lled with

�

i

(t) = �

i

(t)� 1; �

i

(t) = �

i

(t);

r

i

(s; t) = p

i

(t)e(s� �

i

(t)) (i = 1; : : : ;m):

15

(9.34)

Therefore by (9.30){(9.33) all the conditions of Theorem 9.2 are satis�ed.

This proves the validity of the theorem. �

Let F 2 V (�), the conditions (9:30){(9:32) be ful�lled and

i

0

2 f1; : : : ;mg exist such that �

i

0

(t) � t for t 2 R

+

. Let, moreover, for

some k 2 f0; : : : ; n�1g the conditions (8:35

k

), (8:38) hold with �

k

(t) de�ned

by (8:8

k

), (8:9

k

) and p(t) � p

i

0

(t). Then the condition

inf

n

�

�n

vrai inf

t�t

�

�

m

X

i=1

p

i

(t)e

�(t��

i

(t))

�

: � 2]0;+1[

o

> 1 (9.35)

with t

�

2 R

+

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. It su�ces to note that (9.35) implies (9.33). �

0

Let F 2 V (�), the conditions (9:30){ (9:32) be ful�lled

and �

i

(t) � t for t 2 R

+

(i = 1; : : : ;m). Let, moreover, i

0

2 f1; : : : ;mg exist

such that �

i

0

(t) is nondecreasing, for some k 2 f0; : : : ; n�1g the conditions

(8:35

k

), (8:38) hold with �

k

de�ned by (8:8:

k

), (8:9

k

) and p(t) = p

i

0

(t).

Then the condition

vrai inf

n

m

X

i=1

p

i

(t)(t� �

i

(t))

n

: t 2]t

�

;+1[

o

>

�

n

e

�

n

(9.36)

with t

�

2 R

+

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. Since e

x

� x

n

�

e

n

�

n

for x � 0, (9.36) obviously implies (9.35). �

15

everywhere below by e(t) we mean

e(t) =

�

0 for t 2]�1;0[;

1 for t 2 [0;+1[:
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In view of Corollary 8.1

0

Theorem 9.3 (Corollary 9.3) easily implies

0

Let F 2 V (�), the conditions (9:30){(9:32) be ful�lled and

i

0

2 f1; : : : ;mg exist such that �

i

0

(t) � t for t 2 R

+

. Let, moreover, (8:13),

(8:14) hold with �

i

0

(t) � �(t) and p

i

0

(t) � p(t). Then the condition (9:33)

((9:35)) is su�cient for (0:1) not to have a Kneser-type solution.

Let F 2 V (�), c

i

> 0, �

i

2 R (i = 1; : : : ;m), i

0

2

f1; : : : ;mg exists such that �

i

0

> 0 and for some t

0

2 R

+

let

(�1)

n+1

F (u)(t) signu(t) �

m

X

i=1

c

i

ju(t��

i

)j

for u 2 H

�

t

0

�

; t � t

0

:

Then the condition

inf

n

�

�n

m

X

i=1

c

i

e

��

i

: � 2]0;+1[

o

> 1 (9.37)

is su�cient for (0:1) not to have a Kneser-type solution.

0

Let c

i

> 0, �

i

2 R (i = 1; : : : ;m) and �

i

0

> 0 for some

i

0

2 f1; : : : ;mg. Then (9:37) is necessary and su�cient for the equation

u

(n)

(t) + (�1)

n+1

m

X

i=1

c

i

u(t��

i

) = 0

not to have a Kneser-type solution.

Let F 2 V (�), conditions (9:1), (9:2), (9:11), (8:2) and

(8:3) be ful�lled with ' 2M

+

(�) and

lim

t!+1

�(t)

t

> 0: (9.38)

Let, moreover, for some k 2 f0; : : : ; n � 1g conditions (8:35

k

) and (8:40)

hold with �

k

(t) de�ned by (9:8

k

) and (9:9

k

). Then the condition

inf

n

lim

t!+1

t

�

Z

+1

t

(s� t)

n�1

'(�)(s)ds : � 2]0;+1[

o

> (n� 1)! (9.39)

with �(t) = t

��

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. Suppose, on the contrary, that (0.1) has a proper solution u : [t

0

;+1[

! R satisfying (8.1). According to (8.35

k

), (8.40), (9.1), (9.11) and Corol-

lary 8.2 there exists � > 0 such that (8.41) holds. Denote by � the set of
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all � satisfying (8.41) and put �

0

= inf �. By (9.39) there exist t

�

> t

1

and

" > 0 such that

t

�

Z

+1

t

(s� t)

n�1

'(�)(s)ds � (n� 1)! + " (9.40)

for t � t

�

; � 2]�

0

; �

0

+ "]:

Choose "

2

2]0; "[ and "

1

2 [0; "

2

[ such that

�

0

� "

1

� 0; c

"

1

+"

2

(n� 1)! < (n� 1)! + ";

lim

t!+1

t

�

0

+"

2

ju(t)j = +1; lim

t!+1

t

�

0

�"

1

ju(t)j = 0;

(9.41)

where c = lim

t!+1

�

t

�(t)

�

. By (9.1), (9.38) and (9.41) all the conditions of

Lemma 9.1 are ful�lled with (t) = t, r

2

= �

0

+ "

2

and r

1

= �

0

� "

1

.

Therefore, taking into account (9.41), this lemma implies

lim

t!+1

t

�

0

+"

2

Z

+1

t

(s� t)

n�1

'(�)(s)ds � (n� 1)!c

"

1

+"

2

< (n� 1)! + ";

where �(t) = t

�(�

0

+"

2

)

. But this inequality contradicts (9.40). The obtained

contradiction proves the theorem. �

Let F 2 V (�) and conditions (9:1), (9:2), (9:11), (8:2),

(8:3) and (9:38) be ful�lled with ' 2 M

+

(�). Let, moreover, for some

k 2 f0; : : : ; n � 1g (8:35

k

) and (8:40) hold with �

k

(t) de�ned by (8:8

k

) and

(8:9

k

). Then the condition

inf

n

1

Q

n�1

i=0

(i+ �)

vrai inf

t�t

0

(t

n+�

'(�)(t)) : � 2]0;+1[)

o

> 1 (9.42)

with �(t) = t

��

and t

�

2 R

+

is su�cient for (0:1) not to have a Kneser-type

solution.

Proof. It su�ces to note that (9.42) implies (9.39). �

In view of Corollary 8.2

0

Theorem 9.4 (Corollary 9.5) implies

0

Let F 2 V (�) and conditions (9:1), (9:2), (9:11), (8:2),

(8:3) and (9:38) be ful�lled with ' 2 M

+

(�). Let, moreover, for some

k 2 f0; : : : ; n�1g (8:20

k

) and (8:21

k

) hold. Then (9:39) ((9:42)) is su�cient

for (0:1) not to have a Kneser-type solution.

Let F 2 V (�), conditions (9:16), (9:17) and (9:19) be ful-

�lled and

lim

t!+1

�

i

(t)

t

> 0 (i = 1; : : : ;m): (9.43)
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Let, moreover, there exist i

0

2 f1; : : : ;mg and a nondecreasing function

� 2 C(R

+

;R

+

) such that (9:20){(9:22

k

) hold with function �

k

( function p)

de�ned by (8:8

k

) and (8:9

k

) ((9:23)). Then the condition

inf

n

lim

t!+1

t

�

Z

+1

t

(s� t)

n�1

m

X

i=1

Z

�

i

(s)

�

i

(s)

�

��

d

�

r

i

(�; s)ds :

: � 2]0;+1[

o

> (n� 1)! (9.44)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. It su�ces to note that the operator de�ned by (9.25) satis�es all the

conditions of Theorem 9.4. �

In view of Corollary 8.2

0

Theorem 9.5 implies

0

Let F 2 V (�) and conditions (9:16), (9:17), (9:19) and

(9:43) be ful�lled. Let, moreover, there exist i

0

2 f1; : : : ;mg and a nonde-

creasing function � 2 C(R

+

;R

+

) such that (8:20

k

) and (8:27

k

) hold with p

de�ned by (9:23). Then (9:44) is su�cient for (0:1) not to have a Kneser-

type solution.

Let F 2 V (�), c

i

; �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m),

�

i

0

< 1 for some i

0

2 f1; : : : ;mg and for some t

0

2 R

+

let

(�1)

n+1

F (u)(t) signu(t) �

m

X

i=1

c

i

Z

�

i

t

�

i

t

s

�n�1

ju(s)jds (9.45)

for u 2 H

�

t

0

;�

; t � t

0

:

Then the condition

inf

n

1

Q

n

i=0

(i+ �)

m

X

i=1

c

i

(�

�n��

i

� �

i

�n��

) : � 2]0;+1[

o

> 1 (9.46)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. It su�ces to note that by (9.45) and (9.46) all the conditions of

Theorem 9.5

0

are ful�lled with �

i

(t) = �

i

t, �

i

(t) = �

i

t and r

i

(s; t) = �

c

i

s

�n

n

(i = 1; : : : ;m). �

0

Let c

i

; �

i

; �

i

2]0;+1[, �

i

< �

i

, (i = 1; : : : ;m) and for

some i

0

2 f1; : : : ;mg let �

i

0

< 1. Then the condition (9:46) is necessary

and su�cient for the equation

u

(n)

(t) + (�1)

n+1

m

X

i=1

c

i

Z

�

i

t

�

i

t

s

�n�1

u(s)ds = 0 (9.47)

not to have a Kneser-type solution.
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Proof. Su�ciency follows from Corollary 9.6. If we assume that (9.46) is

violated, then (9.47) has the solution u(t) = t

��

with � > 0. �

Let F 2 V (�), c

i

; �

i

; �

i

2]0;+1[, �

i

< �

i

, (i = 1; : : : ;m),

there exist i

0

2 f1; : : : ;mg such that �

i0

< 1 and for some t

0

2 R

+

let

(�1)

n+1

F (u)(t) signu(t) � t

�n�1

m

X

i=1

c

i

Z

�

i

t

�

i

t

ju(s)jds; (9.48)

for u 2 H

�

t

0

;�

; t � t

0

:

Then the condition

inf

n

1

Q

n�1

i=�1

(i+ �)

m

X

i=1

c

i

(�

i

1��

� �

1��

i

) :

: � 2]0; 1[[]1;+1[

o

> 1 (9.49)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. By (9.48) and (9.49) all the conditions of Theorem 9.5

0

are ful�lled

with �

i

(t) = �

i

t, �

i

(t) = �

i

t and r

i

(s; t) = c

i

t

�n�1

s (i = 1; : : : ;m). �

0

Let c

i

; �

i

; �

i

2]0;+1[, �

i

< �

i

, (i = 1; : : : ;m) and for

some i

0

2 f1; : : : ;mg let �

i

0

< 1. Then (9:49) is necessary and su�cient

for the equation

u

(n)

(t) + (�1)

n+1

m

X

i=1

c

i

t

n+1

Z

�

i

t

�

i

t

u(s)ds = 0

not to have a Kneser-type solution.

Let F 2 V (�), (9:30) and (9:31) be ful�lled and

lim

t!+1

�

i

(t)

t

> 0 (i = 1; : : : ;m): (9.50)

Let, moreover, there exist i

0

2 f1; : : : ;mg such that �

i

0

is nondecreasing,

�

i

0

(t) � t for t 2 R

+

and for some k 2 f0; : : : ; n � 1g (8:35

k

), (8:40) hold

with �

k

de�ned by (8:8

k

), (8:9

k

), p(t) � p

i

0

(t) and �(t) � �

i

0

(t). Then the

condition

inf

n

lim

t!+1

t

�

Z

+1

t

(s� t)

n�1

m

X

i=1

p

i

(s)�

��

i

(s)ds :

: � 2]0;+1[

o

> (n� 1)! (9.51)

is su�cient for (0:1) not to have a Kneser-type solution.
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Proof. By (9.30) the inequality (9.16) holds with �

i

(t) = �

i

(t) � 1, �

i

(t) =

�

i

(t) and r

i

(s; t) = p

i

(t)e(s � �

i

(t)) (i = 1; : : : ;m) (the de�nition of the

function e see on p.104). Therefore according to (8.35

k

), (8.40), (9.50)

and (9.51) all the conditions of Theorem 9.5 are satis�ed. This proves the

theorem. �

According to Corollary 8.2

0

Theorem 9.6 easily implies

0

Let F 2 V (�) and (9:30), (9:31) and (9:50) be ful�lled.

Let, moreover, there exist i

0

2 f1; : : : ;mg such that �

i

0

is nondecreasing,

�

i

0

(t) � t for t 2 R

+

and for some k 2 f0; : : : ; n� 1g (8:20

k

), (8:21

k

) hold

with p(t) � p

i

0

(t) and �(t) � �

i

0

(t). Then (9:51) is su�cient for (0:1) not

to have a Kneser-type solution.

Let F 2 V (�) and (9:30), (9:31) and (9:50) be ful�lled.

Let, moreover, there exist i

0

2 f1; : : : ;mg such that �

i

0

is nondecreasing,

�

i

0

(t) � t for t 2 R

+

and for some k 2 f0; : : : ; n� 1g (8:20

k

), (8:21

k

) hold

with p(t) � p

i

0

(t) and �(t) � �

i

0

(t). Then the condition

inf

n

1

Q

n�1

i=0

(i+ �)

vrai inf

t�t

�

�

t

n+�

m

X

i=1

p

i

(t)�

��

i

(t)

�

:

: � 2]0;+1[

o

> 1; (9.52)

where t

�

2 R

+

, is su�cient for (0:1) not to have a Kneser-type solution.

Proof. It su�ces to note that (9.52) implies (9.51). �

Let F 2 V (�), c

i

; �

i

2]0;+1[ (i = 1; : : : ;m), there exist

i

0

2 f1; : : : ;mg such that �

i

0

< 1 and for any t

0

2 R

+

let

(�1)

n+1

F (u)(t) signu(t) �

m

X

i=1

c

i

t

n

ju(�

i

t)j

for u 2 H

�

t

0

;�

; t � t

0

:

Then the condition

inf

n

1

Q

n�1

i=0

(i+ �)

m

X

i=1

c

i

�

��

i

: � 2]0;+1[

o

> 1 (9.53)

is su�cient for (0:1) not to have a Kneser-type solution.

0

Let c

i

; �

i

2]0;+1[ (i = 1; : : : ;m) and for some i

0

2

f1; : : : ;mg let �

i

0

< 1. Then (9:53) is necessary and su�cient for the

equation

u

(n)

(t) + (�1)

n+1

m

X

i=1

c

i

t

n

u(�

i

t) = 0

not to have a Kneser-type solution.
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Let n > 1, F 2 V (�), (8:2) and (8:3) be ful�lled and for

some t

0

2 R

+

let

(�1)

n+1

F (u)(t) signu(t) � p(t)ju(�(t))j (9.54)

for u 2 H

�

t

0

;�

; t � t

0

;

where � is nondecreasing. Let, moreover, for some k 2 f1; : : : ; n � 1g and

r 2 f2; 3; : : :g (8:35

k

) and (8:42

k

) hold with �

k

de�ned by (9:8

k

) and (8:9

k

).

Then (0:1) has no Knezer-type solution.

Proof. Suppose, on the contrary, that (0.1) has a proper solution u : [t

0

;+1[

! R satisfying (8.1). Then according to Lemma 8.5 there exist � > 0 and

t

�

> t

0

such that u

k

(t) � ln

��

t for t � t

�

, where u

k

is de�ned by (8.7). The

last inequality easily implies the existence of the numbers t

�

> t

�

and c > 0

such that ju

(k)

(t)j � c ln

��

t for t � t

�

. Therefore, since k 2 f1; : : : ; n� 1g,

by (8.1) we have

+1 >

Z

+1

t

�

ju

(k)

(t)jdt � c

Z

+1

t

�

ln

��

t dt = +1:

The obtained contradiction proves the theorem. �

Let F 2 V (�) and (8:2), (8:3) and (9:54) be ful�lled. Let,

moreover, for some k 2 f1; : : : ; n � 1g and r 2 f2; 3; : : :g (8:20

k

), (8:21

k

)

and (8:44

k

) hold. Then (0:1) has no Kneser-type solution.

Let F 2 V (�), conditions (8:2), (8:3), (9:1), (9:2) and

(9:11) be ful�lled with ' 2M

+

(�) and for some r 2 f2; 3; : : :g let

lim

t!+1

ln

r�1

t

ln

r�1

�(t)

< +1: (9.55)

Let, moreover (8:35

0

) and (8:42

0

) hold with �

0

de�ned by (8:8

0

) and (8:9

0

).

Then the condition

inf

n

lim

t!+1

ln

�

r�1

t

Z

+1

t

(s� t)

n�1

'(�)(s)ds :� 2]0; k]

o

>(n� 1)! (9.56)

for all k 2 N

with �(t) = (ln

r�1

t)

��

is su�cient for (0:1) not to have a Kneser-type

solution.

Proof. Suppose, on the contrary, that (0.1) has a proper solution u : [t

0

;+1[

! R satisfying (8.1). According to (8.35

0

), (8.42

0

), (9.1), (9.11) and Corol-

lary 8.3, there exists � > 0 such that (8.43) holds. Denote by � the set
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of all such � and put �

0

= inf �. By (9.56) there exist " > 0 and t

�

> t

1

satisfying

ln

�

r�1

t

Z

+1

t

(s� t)

n�1

'(�)(s)ds � (n� 1)! + " (9.57)

for t � t

�

; � 2]�

0

; �

0

+ "]:

Choose "

2

2]0; "[ and "

1

2 [0; "

2

[ such that

c

"

1

+"

2

(n� 1)! < (n� 1)! + ";

lim

t!+1

(ln

r�1

t)

�

0

+"

2

ju(t)j=+1; lim

t!+1

(ln

r�1

t)

��"

1

ju(t)j=0;

(9.58)

where c = lim

t!+1

ln

r�1

t

ln

r�1

�(t)

. By (9.1), (9.55) and (9.58) all the conditions of

Lemma 9.1 are obviously ful�lled with (t) = ln

r�1

t, r

2

= �

0

+ "

2

and

r

1

= �

0

� "

1

. Therefore, using this lemma and taking into account the �rst

inequality of (9.58), we obtain

lim

t!+1

(ln

r�1

t)

�

0

+"

2

Z

+1

t

(s� t)

n�1

'(�)(s)ds � c

"

1

+"

2

(n�1)! < (n�1)!+";

where �(t) = (ln

r�1

t)

�(�

0

+"

2

)

. But this contradicts (9.57). �

Let F 2 V (�), conditions (8:2), (8:3), (9:1), (9:2) and

(9:11) be ful�lled and for some r 2 f2; 3; : : :g (9:55) hold with ' 2 M

+

(�).

Let, moreover, (8:35

0

) and (8:42

0

) hold with �

0

de�ned by (8:8

0

) and (8:9

0

).

Then the condition

inf

n

1

�

vrai inf

t�t

k

(t

n

ln

1

t � � � (ln

r�1

t)

�+1

'(�)(t)) :

: � 2]0; k]

o

> (n� 1)! for all k 2 N (9.59)

with �(t) = (ln

r�1

t)

��

is su�cient for (0:1) not to have a Kneser-type

solution.

Proof. It su�ces to show that (9.59) implies (9.56). Let k 2 N. By (9.59)

there exist t

k

2 R

+

and " 2]0; 1] such that

'(�)(t) �

((n� 1)! + ")�

t

n

ln

1

t � � � (ln

r�1

t)

�+1

for t � t

k

; � 2]0; k]:

Therefore

Z

+1

t

(s�t)

n�1

'(�)(s)ds��((n�1)!+")

Z

+1

t

(s� t)

n�1

ds

s

n

ln

1

s� � �(ln

r�1

s)

�+1

(9.60)

for t�t

k

; �2]0; k]:

Choose x 2]0;+1[ such that

�

x

1 + x

�

n�1

((n� 1)! + ") > (n� 1)! +

"

2

:
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Then in view of (9.60) we obtain

(ln

r�1

t)

�

Z

+1

t

(s� t)

n�1

'(�)(s)ds � �((n� 1)! + ")(ln

r�1

t)

�

�

�

Z

+1

(1+x)t

�

1�

t

s

�

n�1

d(ln

r�1

s)

��

� ((n� 1)! + ")

�

x

1 + x

�

n�1

�

�

�

ln

r�1

t

ln

r�1

(1 + x)t

�

�

for t � t

k

; � 2]0; k]:

So

(ln

r�1

t)

�

Z

+1

t

(s� t)

n�1

'(�)(s)ds � (n� 1)! +

"

3

for t � t

0

k

; � 2]0; k];

where t

0

k

> t

k

is su�ciently large. But this means that (9.56) is true. �

According to Corollary 8.3

0

from Theorem 9.8 (Corollary 9.11) immedi-

ately follows

0

Let F 2 V (�), conditions (8:2), (8:3), (9:1), (9:2) and

(9:11) be ful�lled and for some r 2 f2; 3; : : :g (9:55) hold with ' 2 M

+

(�).

Let, moreover, (8:20

0

), (8:21

0

) and (8:42

0

) hold. Then (9:56), ((9:59)) is

su�cient for (0:1) not to have a Kneser-type solution.

Let F 2 V (�), conditions (9:16), (9:17) and (9:19) be ful-

�lled and for some r 2 f2; 3; : : :g let

lim

t!+1

ln

r�1

t

ln

r�1

�

i

(t)

< +1 (i = 1; : : : ;m): (9.61)

Let, moreover, there exist i

0

2 f1; : : : ;mg and a nondecreasing function

� 2 C(R

+

;R

+

) such that (9:20), (8:35

0

) and (8:42

0

) hold with �

0

(p) de�ned

by (8:8

0

), (8:9

0

) ((9:23)). Then the condition

inf

n

lim

t!+1

(ln

r�1

t)

�

Z

+1

t

(s� t)

n�1

m

X

i=1

Z

�

i

(s)

�

i

(s)

(ln

r�1

�)

��

d

�

r

i

(�; s)ds :

: � 2]0; k]

o

> (n� 1)! for all k 2 N (9.62)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. It su�ces to note that the operator de�ned by (9.25) satis�es all the

conditions of Theorem 9.8. �

Theorem 9.8 and Corollary 8.3

0

imply

0

Let F 2 V (�), conditions (9:16), (9:17) and (9:19) be

ful�lled and for some r 2 f2; 3; : : :g (9:61) hold. Let, moreover, there exist

i

0

2 f1; : : : ;mg and a nondecreasing function � 2 C(R

+

;R

+

) such that

(9:20), (8:20

0

), (8:21

0

) and (8:44

0

) hold with p de�ned by (9:23). Then the

condition (9:62) is su�cient for (0:1) not to have a Kneser-type solution.
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Let F 2 V (�), c

i

; �

i

; �

i

2]0;+1[, �

i

< �

i

, (i = 1; : : : ;m),

�

i

0

< 1 for some i

0

2 f1; : : : ;mg and for some t

0

2 R

+

let

(�1)

n+1

F (u)(t) signu(t) �

m

X

i=1

c

i

t

n

Z

t

�

i

t

�

i

ju(s)j

s ln

2

s

ds

for u 2 H

�

t

0

;�

; t � t

0

:

Then the condition

inf

n

1

�(� + 1)

m

X

i=1

c

i

(�

���1

i

� �

i

���1

) : � 2]0;+1[

o

>(n� 1)! (9.63)

is su�cient for (0:1) not to have a Kneser-type solution.

Remark 9.1. Condition (9.66) cannot be replaced by

inf

n

1

�(�+ 1)

m

X

i=1

c

i

(�

���1

i

� �

i

���1

) : � 2]0;+1[

o

� (n� 1)!� ";

however small " would be.

Let F 2 V (�), conditions (9:30) and (9:31) be ful�lled and

for some r 2 f2; 3; : : :g let

lim

t!+1

ln

r�1

t

ln

r�1

�

i

(t)

< +1 (i = 1; : : : ;m): (9.64)

Let, moreover, there exist i

0

2 f1; : : : ;mg such that �

i

0

is nondecreasing,

�

i

0

(t) � t for t 2 R

+

and (8:20

0

), (8:21

0

) hold with � = �

i

0

. Then the

condition

inf

n

lim

t!+1

(ln

r�1

t)

�

Z

+1

t

(s� t)

n�1

m

X

i=1

p

i

(s)(ln

r�1

�

i

(s))

��

ds :

: � 2]0; k]

o

> (n� 1)! for all k 2 N (9.65)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. According to (9.30) inequality (9.16) is valid with �

i

(t) = �

i

(t),

�

i

(t) = �

i

(t) � 1 and r

i

(s; t) = p

i

(t)e(s � �

i

(t)) (i = 1; : : : ;m). There-

fore, using (9.64) and (9.65), we can easily show that all the conditions of

Theorem 9.9

0

are satis�ed. This proves the theorem. �

Let F 2 V (�), conditions (9:30) and (9:31) be ful�lled

and for some r 2 f2; 3; : : :g (9:64) hold. Let, moreover, there exist i

0

2

f1; : : : ;mg such that �

i

0

is nondecreasing, �

i

0

(t) � 0 for t 2 R

+

and (8:20

0

),
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(8:21

0

), (8:44

0

) hold with �(t) � �

i

0

(t). Then the condition: for any k 2 N

there exists t

k

2 R

+

such that

inf

n

1

�

vrai inf

t�t

k

�

t

n

ln

1

t � � � (ln

r�1

t)

�+1

m

X

i=1

p

i

(t)(ln

r�1

�

i

(t))

��

�

:

: � 2]0; k]

o

> (n� 1)! (9.66)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. It su�ces to note that (9.66) implies (9.65). �

Let F 2 V (�), c

i

; �

i

2]0;+1[, �

i

0

< 1 for some i

0

2

f1; : : : ;mg and for some t

0

t

0

2 R

+

let

(�1)

n+1

F (u)(t) signu(t) �

1

t

n

ln t

m

X

i=1

c

i

ju(t

�

i

)j

for u 2 H

�

t

0

;�

; t � t

0

:

Then the condition

inf

n

1

�

m

X

i=1

c

i

�

��

i

: � 2]0;+1[

o

> (n� 1)!

is su�cient for (0:1) not to have a Kneser-type solution.

Let F 2 V (�), conditions (8:2), (8:3) and (9:54) be ful-

�lled and for some i 2 f0; : : : ; n� 1g and k 2 N

lim

t!+1

Z

t

�(t)

p(s)(s� �(t))

n�i�1

(�(t) � �(s))

i

�

�g

k

(�(s); �(t))ds > i!(n� i� 1)!; (9.67)

where the function � is nondecreasing and

g

k

(t; s) = exp

n

1

(n� 1)!

Z

s

t

(� � t)

n�1

 

k

(�)p(�)d�

o

; (9.68)

 

1

(t) = 1;  

j

(t) = exp

n

1

(n� 1)!

Z

t

�(t)

(� � �(t))

n�1

�

�p(�) 

j�1

(�)d�

o

(j = 2; : : : ; k): (9.69)

Then equation (0:1) has no Kneser-type solution.
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Proof. Suppose, on the contrary, that (0.1) has a proper solution u : [t

0

;+1[

! R satisfying (8.1). Then by (0.1) and (9.30) we have

�

1

(n� 1)

Z

s

�(t)

(� � �(t))

n�1

ju

(n)

(�)j

u

0

(�; �(t))

d� +

1

(n� 1)

�

�

Z

s

�(t)

(� � �(t))

n�1

p(�)

ju(�(�))j

u

0

(�; �(t))

d� � 0 for t

�

� t � s;

where t

�

> t

1

is su�ciently large and

u

0

(t; s) =

n�1

X

j=0

(t� s)

j

j!

ju

(j)

(t)j:

Hence we obtain

ln

ju(�(t))j

u

0

(s; �(t))

�

1

(n� 1)!

Z

s

�(t)

(� � �(t))

n�1

p(�)

ju(�(�))j

u

0

(�; �(t))

d� (9.70)

for t

�

� �(t) � s � t:

Since u

0

(t; s

1

) � u

0

(t; s

2

) for t

�

� s

2

� s

1

� t, (9.70) implies

ju(�(t))j

u

0

(s; �(t))

� exp

n

1

(n� 1)!

Z

s

�(t)

(� � �(t))

n�1

p(�)

ju(�(�))j

u

0

(�; �(t))

d�

o

whence we easily conclude that

ju(�(t))j � exp

n

1

(n� 1)!

Z

s

�(t)

(� � �(t))

n�1

p(�)�

� 

k

(�)d�

o

u

0

(s; �(t)) for t 2 [�

�k

(t

�

);+1[; (9.71)

where �

�1

= supfs : �(s) < tg, �

�j

= �

�1

(�

� j�1

(t)) (j = 2; : : : ; k) and  

k

is

de�ned by (9.69).

On the other hand, by (81) and (9.54) from (1.6

in

) we have

ju

(i)

(�(t))j �

1

(n� i� 1)!

Z

s

�(t)

(s� �(t))

n�i�1

p(s)ju(�(s))jds (9.72)

for t � �

�k

(t

�

):

Since

u

0

(�(t); �(s)) �

(�(t)� �(s))

i

i!

ju

(i)

(�(t))j for t � �

�1

(t

�

);

from (9.71) and (9.72) it follows

Z

t

�(t)

(s� �(t))

n�i�1

p(s)(�(t) � �(s))

i

g

k

(�(s); �(t))ds �

� i!(n� i� 1)! for t � �

�k

(t

�

);
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where the function g

k

is de�ned by (9.68). But this inequality contradicts

(9.67). The obtained contradiction proves the theorem. �

Let F 2 V (�) and (9:54), (8:2) and (8:3) be ful�lled,

where � is nondecreasing. Then the condition

lim

t!+1

Z

t

�(t)

p(s)(s� �(t))

n�1

ds > (n� 1)! (9.73)

is su�cient for (0:1) not to have a Kneser-type solution.

Remark 9.2. Condition (9.73) cannot be replaced by

lim

t!+1

Z

t

�(t)

p(s)(s� �(t))

n�1

ds > (n� 1)!(1� ")

n

; (9.74)

however small " > 0 would be.

Indeed, let " 2]0; 1[. By the Stirling formula n

0

2 N can be found such

that

n

p

n! <

(1 + ")n

e

for n � n

0

:

Choose � > 0 and c > 0 such that

c�

n

= (1� ")

n

n!:

Then since

e�

n

p

p � n for n � n

0

;

the equation

u

(n)

(t) + (�1)

n+1

cu(t��) = 0

has a Kneser-type solution. On the other hand, (9.74) holds with p(t) � c

and �(t) = t��.

Let F 2 V (�), conditions (9:54), (8:2) and (8:3) be ful-

�lled and

lim

t!+1

Z

t

�(t)

(s� �(t))

n�1

p(s)ds >

(n� 1)!

e

: (9.75)

then equation (0:1) has no Kneser-type solution.

The proof of this theorem is analogous to that of Theorem 6.2.

Remark 9.3. Suppose that n � 2. Then (9:75) cannot be replaced by

lim

t!+1

Z

t

�(t)

(s� �(t))

n�1

p(s)ds �

(n� 1)!

e

� "; (9.76)

however small " > 0 would be.
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Indeed, let " 2

i

0;

(n�1)!

e

h

. Choose � 2]0; 1[ such that

(�+ 1)(�+ 2) � � � (�+ n� 1)

�

1� �

n�1

X

i=0

1

n� i

�

> (n� 1)!� e": (9.77)

Put

� = e

�

1

�

; p(t) =

�(� + 1) � � � (�+ n� 1)

et

n

: (9.78)

Then the equation

u

(n)

(t) + (�1)

n+1

p(t)u(�t) = 0

has the solution u(t) = t

��

. On the other hand, according to (9.77) and

(9.78) condition (9.76) is ful�lled.

In the case n = 1 it holds the following

Let n = 1, F 2 V (�) and for some t

0

2 R

+

0 � F (u)(t) signu(t) � p(t)ju(�(t))j

for u 2 H

t

0

;�

; t � t

0

;

(9.79)

where p 2 L

loc

(R

+

;R

+

), � 2 C(R

+

;R

+

), lim

t!+1

�(t) = +1 and

Z

t

�

�

(t)

p(s)ds �

1

e

for t � t

0

(9.80)

with �

�

(t) � minft; �(t)g. Then there exists t

1

� t

0

such that (0:1) has a

proper solution u : [t

1

;+1[!]0;+1[ satisfying

exp

n

� e

Z

t

�(t

1

)

p(s)ds

o

� u(t) � 1 for t � t

1

:

16

(9.81)

Proof. Let t

1

� maxfs : �

�

(s) � t

0

g and U 2 C

loc

([t

0

;+1[;R) be the set of

all functions u : [t

1

;+1[! R satisfying

exp

n

� e

Z

t

t

1

p(s)ds

o

� u(t) � 1 for t � t

1

;

u(t) = 1 for t 2 [t

0

; t

1

[; u(�(t)) � eu(t) for t � t

1

:

(9.82)

De�ne the operator T : U ! C

loc

([t

0

;+1[: R) by

T (u)(t) =

(

exp

n

�

R

t

t

1

F (u)(s)

u(s)

ds

o

for t � t

1

;

1 for t 2 [t

0

; t

1

[:

(9.83)

16

For the existence of Kneser-type solutions of higher order di�erential equations with

deviating arguments see [77,88]
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By (9.80), (9.82) and (9.83) T satis�es all the conditions of Lemma 2.1.

Therefore it has a �xed point which, as it can be easily checked up, is a

solution of (0.1) satisfying (9.81). �

Analogously to Theorem 6.3 can be proved

Let F 2 V (�), conditions (8:2), (8:3) and (9:54) be ful-

�lled and

lim

t!+1

Z

t

�(t)

(s� �(t))

n�1

p(s)ds = c;

where the function � is nondecreasing and c 2

i

0;

(n�1)!

e

i

.

17

Then the ful-

�llement for some i 2 f0; : : : ; n� 1g of the condition

lim

t!+1

Z

t

�(t)

(s� �(t))

n�i�1

(�(t)� �(s))

i

p(s) exp

n

x

0

(n� 1)!

�

�

Z

�(t)

�(s)

(� � �(s))

n�1

p(�)d�

o

ds > i!(n� i� 1)! (9.84)

is su�cient for (0:1) not to have a Kneser-type solution, where x

0

is the

least root of the equation x = exp

n

cx

(n�1)!

o

.

Let F 2 V (�) and for some t

0

2 R

+

(�1)

n+1

F (u)(t) signu(t) � '(u)(t) signu(t) � 0 (9.85)

for u 2 H

�

t

0

;�

; t � t

0

;

where ' 2M(�; �) and �(t) � t for t 2 R

+

. Then the condition

e'

0

2M

1

(�; �) (9.86)

with

e'

0

(u)(t) =

t

n�1

(n� 1)!

'

��

t� �(t)

t

�

n�1

u(t)

�

(t)

is su�cient for (0:1) not to have a Kneser-type solution.

Proof. Suppose, on the contrary, that (0.1) has a proper solution u : [t

0

;+1[

! R satisfying (8.1). Without loss of the generality we can assume that

u(t) > 0 for t � t

1

. Then by (8.1) from (1.6

0n

) and (8.1) we have

u(�(t)) �

n�1

X

i=0

ju

(i)

(t)j

i!

(t� �(t))

i

�

�

�

t� �(t)

t

�

n�1

n�1

X

i=0

ju

(i)

(t)j

i!

t

i

for t � �

�

(t

1

);

17

If c >

(n�1)!

e

then (9.75) holds and (9.84) is unnecessary
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and

n�1

X

i=0

t

i

ju

(i)

(t)j

i!

�

1

(n� 1)!

Z

+1

t

s

n�1

ju

(n)

(s)jds

for t � �

�

(t

1

);

where �

�

(t) = supfs : �(s) < tg. Hence taking onto account (0.1), (8.1) and

(9.85) we obtain

y(t) �

Z

+1

t

e'(y)(s)ds for t � �

�

(t

1

)

with y(t) =

P

n�1

i=0

ju

(i)

(t)j

i!

t

i

> 0 for t � �

�

(t

1

). But this contradicts (9.86).

The obtained contradiction proves the theorem. �

Let F 2 V (�) and for some t

0

2 R

+

(�1)

n+1

F (u)(t) signu(t) �

m

Y

i=1

Z

�

i

(t)

�

i

(t)

ju(s)j

�

i

d

s

r

i

(s; t)

for u 2 H

�

t

0

;�

; t � t

0

;

where �

i

; �

i

2 C(R

+

;R

+

), �

i

(t) � �

i

(t) � t, lim �

i

(t) = +1, the functions

r

i

(s; t) are measurable, r

i

(�; t) is nondecreasing, �

i

2]0; 1[ (i = 1; : : : ;m)

and

P

m

i=1

�

i

= � < 1. Then the condition

Z

+1

t

(n�1)(1��)

m

Y

i=1

(t� �

i

(t))

�

i

(n�1)

(r

i

(�

i

(t); t)� r

i

(�

i

(t); t))dt = +1

is su�cient for (0:1) not to have a Kneser-type solution.

Analogously to Theorem 9.15 can be proved

0

Let F 2 V (�) and for some t

0

2 R

+

(�1)

n+1

F (u)(t) signu(t) � '(t; u(�

1

(t)); : : : ; u(�

m

(t)))�

� signu(t) � 0 for u 2 H

�

t

0

;�

; t � t

0

;

where ' 2 K

loc

(R

+

� R

m

;R), �

i

2 C(R

+

;R

+

), lim

t!+1

�

i

(t) = +1,

�

i

(t) � t for t 2 R

+

(i = 1; : : : ;m) and

'(t; x

1

; : : : ; x

m

) signx

1

� '(t; y

1

; : : : ; y

m

) sign y

1

� 0

for t 2 R

+

; jx

i

j � jy

i

j; x

i

y

i

> 0 (i = 1; : : : ;m):

Then condition (9:86) with

e'(u)(t) =

t

n�1

(n� 1)!

'

�

t;

�

t� �

1

(t)

t

�

n�1

u(t); : : : ;

�

t� �

m

(t)

t

�

n�1

u(t)

�

is su�cient for (0:1) not to have a Kneser-type solution.
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Let F 2 V (�) and for some t 2 R

+

(�1)

n+1

F (u)(t) signu(t) �

m

Y

i=1

p

i

(t)ju(�

i

(t))j

�

i

for u 2 H

�

t

0

;�

; t � t

0

;

where p

i

2 L

loc

(R

+

;R

+

), �

i

(t) � t for t 2 R

+

, lim

t!+1

�

i

(t) = +1,

�

i

2]0; 1[ (i = 1; : : : ;m) and

P

m

i=1

�

i

= � < 1. Then the condition

Z

+1

t

(n�1)(1��)

m

Y

i=1

p

i

(t)(t� �

i

(t))

n�1

dt = +1

is su�cient for (0:1) not to have a Kneser-type solution.
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CHAPTER 4

x

10. Auxiliary statements

In chapter 4 su�cient conditions are given for equation (0.1) not to have

a solution satisfying

u

(i)

(t)u(t) > 0 for t � t

0

(i = 0; : : : ; n� 1); (10.1)

as well as necessary and su�cient ones.

Suppose that

p 2 L

loc

(R

+

;R

+

); � 2 C(R

+

;R

+

); � "; �(t) � t for t 2 R

+

(10.2)

and let u : [t

0

;+1[! R be a solution of the di�erential inequality

u

(n)

(t) signu(t) � p(t)ju(�(t))j (10.3)

satisfying (10:1). Then for any k 2 f0; : : : ; n� 1g we have

�

�

k

(t)ju(�

i

(t))j � (n� 1)!t

n�k�1

ju

(n�1)

(t)j for t � �(t

0

); (10.4)

where

�

�

k

(t)=maxf 

�

k

(t; s; �) : s2 [�

�

�

(t); t]; � 2 [t; �(s)]g; (10:5

k

)

 

�

k

(t; s; �)=

Z

t

s

�

n�k�1

p(�)d�

Z

�

t

�

n�k�1

p(�)d� �

k+1�n

h

(�(s)� �)

n�1

+

+

1

(n� 1)!

Z

�(s)

�

(�(s)� �)

n�1

(�(�) � �)

n�1

p(�)d�

i

(10:6

k

)

�

�

�

(t) = minfs : �(s) � tg: (10.7)

Proof. By (10.1) from (10.3) we have

t

n�k�1

ju

(n�1)

(t)j �

Z

t

t

0

s

n�k�1

p(s)ju(�(s))jds for t � t

0

: (10.8)

Let t � �(t

0

) and (s

0

; �

0

) be a point of maximum of the function  

�

k

(t; �; �)

on [�

�

�

(t); t]� [t; �(s

0

)]. Then according to (10.8)

t

n�k�1

ju

(n�1)

(t)j �

Z

t

s

0

�

n�k�1

p(�)ju(�(�))jd� �

�

Z

t

s

0

�

n�k�1

p(�)d�ju(�(s

0

))j; (10.9)

�

n�k�1

0

ju

(n�1)

(�

0

)j �

Z

�

0

t

�

n�k�1

p(�)ju(�(�))jd� �

�

Z

�

0

t

�

n�k�1

p(�)d�ju(�(t))j: (10.10)
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On the other hand, (1.6

0n

) in view of (10.1) implies

ju(�(s

0

))j � ju

(n�1)

(�

0

)j

1

(n� 1)!

h

(�(s

0

)� �

0

)

n�1

+

+

1

(n� 1)!

Z

�(s

0

)

�

0

(�(s

0

)� �)

n�1

p(�)(�(�) � �)

n�1

d�

i

:

Therefore by (10.9) and (10.10) we obtain

t

n�k�1

ju

(n�1)

(t)j �

1

(n� 1)!

Z

t

s

0

�

n�k�1

p(�)d�

Z

�

0

t

�

n�k�1

p(�)d� �

�

h

(�(s

0

)��

0

)

n�1

+

1

(n�1)!

Z

�(s

0

)

�

0

(�(s

0

)��)

n�1

p(�)(�(�)��)

n�1

d�

i

ju(�(t))j

whence it follows the validity of (10.4). �

Let (10:2) be ful�lled and

lim

t!+1

Z

�(t)

t

p(s)ds > 0; (10.11)

vrai supfp(t) : t 2 R

+

g < +1: (10.12)

Let, moreover, u : [t

0

;+1[! R be a solution of (10:3) satisfying (10:1).

Then

lim

t!+1

ju(�(t))j

ju

(n�1)j

(t)j

< +1: (10.13)

Proof. According to Lemma 10.1 it su�ces to prove that

lim

t!+1

�

�

n�1

(t) > 0 (10.14)

with �

�

n�1

(t) de�ned by (10.5

n�1

) and (10.6

n�1

).

By (10.11) there exist c > 0 and t

1

� t

0

such that

Z

�(t)

t

p(s)ds � c for t � t

1

:

Therefore for any t � �(t

1

) there exist �

1

2 [�

�

�

(t); t] and �

2

2 [t; �(�

1

)] such

that

Z

t

�

1

p(s)ds �

c

4

;

Z

�

2

t

p(s)ds �

c

4

;

Z

�(�

1

)

�

2

p(s)ds �

c

4

: (10.15)

According to (10.5

n�1

) and (10.6

n�1

) we have

�

�

n�1

(t) �

Z

t

�

1

p(s)ds

Z

�

2

t

p(s)ds(�(�

1

)� �

2

)

n�1

: (10.16)
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On the other hand, in view of (10.12) and (10.15) �(�

1

) � �

2

�

c

4r

with

r = vrai supfp(t) : t 2 R

+

g. Thus the validity of (10.14) obviously follows

from (10.15) and (10.16). �

Let (10:2) be ful�lled and for some k 2 f0; : : : ; n� 1g

lim

t!+1

Z

�(t)

t

s

n�k�1

p(s)ds > 0; (10:17

k

)

vrai supft

n�k

p(t) : t 2 R

+

g < +1: (10:18

k

)

Let, moreover, u : [t

0

;+1[! R be a solution of (10:3) satisfying (10:1).

Then

lim

t!+1

t

2k+1�n

ju(�(t))j

ju

(n�1)

(t)j

< +1: (10.19)

Proof. According to Lemma 10.1 it su�ces to show that

lim

t!+1

�

�

k

(t)t

�k

> 0 (10.20)

with �

�

k

de�ned by (10.5

k

) and (10.6

k

).

By (10.17

k

) there exist c > 0 and t

1

� t

0

such that

Z

�(t)

t

s

n�k�1

p(s)ds � c for t � t

1

:

Therefore for any t 2 [�(t

1

);+1[ there exist �

1

2 [�

�

�

(t); t] and �

2

2 [t; �(�

1

)]

such that

Z

t

�

1

s

n�k�1

p(s)ds �

c

4

;

Z

�

2

t

s

n�k�1

p(s)ds �

c

4

;

Z

�(�

1

)

�

2

s

n�k�1

p(s)ds �

c

4

:

(10.21)

In view of (10.18) and (10.21) we have

�(�

1

)

�

2

� exp

n

c

4r

o

with r =

vrai supft

n�k

p(t) : t 2 R

+

g, so according to (10.5

k

), (10.6

k

) and (10.21)

we obtain

�

�

k

(t) �

c

2

16

t

k

�

exp

�

c

4r

	

� 1

�

n�1

whence it follows the validity of (10.20). �

The following lemma can easily be deduced from Lemma 10.1

Let (10:2) be ful�lled, q 2 L

loc

(R

+

;R

+

) and for some k 2

f0; : : : ; n� 1g let

�

�

k

(t) > 0 for t � t

0

(10:22

k

)
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with �

�

k

de�ned by (10:5

k

) let (10:6

k

). Let, moreover u : [t

0

;+1[! R be a

solution of

p(t)ju(�(t))j � u

(n)

(t) signu(t) � q(t)ju(�(t))j (10.23)

satisfying (10:1). Then there exists � > 0 such that

lim

t!+1

ju

(n�1)

(t)jexp

n

� �

Z

t

t

0

q(s)(�

�

k

(s))

�1

s

n�k�1

ds

o

<+1:

Let (10:2), (10:11) and (10:12) be ful�lled, � 2 C(R

+

;R

+

)

and

lim

t!+1

(�(t) � t) < +1: (10.24)

Let, moreover, u : [t

0

;+1[! R be a solution of (10:3) satisfying (10:1).

Then

lim

t!+1

ju(�(t))j

ju(�(t))j

< +1: (10.25)

Proof. According to (10.11), (10.12) and (10.24) there exist c

1

; c

2

2]0;+1[

and t

1

� t

0

such that

c

1

< c

2

; t+ c

1

� �(t); �(t) � t+ c

2

for t � t

1

: (10.26)

Due to Lemma 10.2

lim

t!+1

ju(�(t))j

ju

(n�1)

(t)j

< +1;

so, taking into account the nondecreasing character of ju(t)j, by (10.26) we

have

lim

t!+1

ju(t+ c

1

)j

ju

(n�1)

(t)j

< +1: (10.27)

On the other hand, equality (1.6

0n

) along with (10.1) implies

ju(t+ c

1

)j �

1

(n� 1)!

�

�

�

u

(n�1)

�

t+

c

1

2

�

�

�

�

�

c

1

2

�

n�1

for t � t

1

: (10.28)

Therefore in view of (10.27) we obtain

lim

t!+1

ju

(n�1)

�

t+

c

1

2

�

j

ju

(n�1)

(t)j

< +1: (10.29)

Let k 2 N satisfy k >

2c

2

c

1

. Then by (10.26)

ju(�(t))j

ju(�(t))j

�

�

�

u

�

t+ k

c

1

2

�

�

�

ju(t+ c

1

)j

=

ju

�

t+ k

c

1

2

�

j

ju

(n�1)

�

t+ (k � 1)

c

1

2

�

j

�

�

ju

(n�1)

�

t+

c

1

2

�

j

ju(t+ c

1

)j

k�1

Y

i=2

ju

(n�1)

(t+ ic

1

)j

�

�

u

(n�1)

�

t+ (i� 1)

c

1

2

�

�

�
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whence according to (10.27){(10.29) it obviously follows the validity of

(10.25). �

Let (10:2), (10:17

0

) and (10:18

0

) be ful�lled, � 2 C(R

+

;R

+

)

and

lim

t!+1

�(t)

t

< +1: (10.30)

Let, moreover, u : [t

0

;+1[! R be a solution of (10:3) satisfying (10:1).

Then (10:25) holds.

Proof. By (10.17

0

), (10.18

0

) and (10.30) there exist c

1

; c

2

2]0;+1[ and

t

1

� t

0

such that

1 < c

1

< c

2

; c

1

t � �(t); �(t) � c

2

t for t � t

1

: (10.31)

Equality (1.6

0n

) along with (10.1) implies

ju(c; t)j �

1

(n� 1)!

ju

(n�1)

(c

0

t)j

�

c

1

� 1

2

�

n�1

t

n�1

for t � t

1

(10.32)

with c

0

=

1+c

1

2

. On the other hand, according to Lemma 10.3 and (10.31)

we have

lim

t!+1

ju(c

1

t)j

t

n�1

ju

(n�1)

(t)j

< +1: (10.33)

Therefore by (10.32) and (10.33)

lim

t!+1

ju

(n�1)

(c

0

t)j

ju

(n�1)

(t)j

< +1: (10.34)

Choose k 2 N such that c

k

0

� c

2

. Then (10.31) implies

ju(�(t))j

ju(�(t))j

�

ju(c

k

0

t)j

ju(c

1

t)j

=

ju(c

k

0

tj

ju

(n�1)

(c

k�1

0

t)j

�

�

ju

(n�1)

(c

0

t)j

ju(c

1

t)j

k�1

Y

i=2

ju

(n�1)

(c

i

0

t)j

ju

(n�1)

(c

i�1

0

t)j

whence in view of (10.32){(10.34) it follows the validity of (10.24). �

Let F 2 V (�) and

F (u)(t) signu(t) � �'(juj)(t) for u 2 H

t

0

;�

; t � t

0

; (10.35)

where the mapping ' : C(R

+

;R

+

)! L

loc

(R

+

;R

+

) is such that

'(x)(t)�'(y)(t); if x; y2C(R

+

;R

+

); x(s)�y(s) for s��(t) (10.36)
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and for any c > 0

Z

+1

t

'(c)(s)ds > 0 for t 2 R

+

: (10.37)

Let, moreover, problem (0:1), (10:1) has a solution. Then the equation

u

(n)

(t) = '(u)(t) (10.38)

has a solution u

0

: [t

0

;+1[!]0;+1[ satisfying

u

(i)

0

(t) > 0 for t � t

�

(i = 0; : : : ; n� 1) (10.39)

with t

�

� t

0

su�ciently large.

Proof. Let u : [t

0

;+1[! R be a solution of (0.1) satisfying (10.1). Choose

t

1

> t

0

such that t

0

� t

0

= inff�(t) : t 2 [t

1

;+1[g and consider the

sequence of functions fu

i

(t)g

+1

i=1

de�ned by

u

1

(t) = ju(t)j for t � t

0

;

u

i

(t) =

(

ju(t

�

)j+

1

(n�1)!

R

t

t

�

(t� s)

n�1

'(u

i�1

)(s)ds for t � t

�

;

ju(t)j for t 2 [t

0

; t

�

] (i = 2; 3; : : : )

(10.40)

with t

�

= maxft

0

; t

1

g. By (10.35) and (10.36) this sequence is obviously

decreasing. Denote its limit by u

0

(t). According to (10.40) u

0

is a solution

of (10.38) on [t

�

;+1[. On the other hand, due to (10.37) condition (10.39)

is obviously ful�lled. �

Taking into acount Lemmas 10.3{10.6 one can easily verify the validity

of the following lemmas.

Let (10:2) be ful�lled, q 2 L

loc

(R

+

;R

+

), for some k 2

f0; : : : ; n� 1g (10:22

k

) hold and

lim

t!+1

1

t

Z

t

t

0

q(s)s

n�k�1

(�

�

k

(s))

�1

ds < +1 (10:41

k

)

with �

�

k

de�ned by (10:5

k

) and (10:6

k

). Let, moreover, u : [t

0

;+1[! R be

a solution of (10:23) satisfying (10:1). Then there exists � > 0 such that

ju(t)je

��t

! 0 for t! +1: (10.42)

Let (10:2), (10:11) and (10:12) be ful�lled, q 2

L

loc

(R

+

;R

+

) and

lim

t!+1

1

t

Z

t

0

q(s)ds < +1: (10.43)

Let, moreover, u : [t

0

;+1[! R be a solution of (10:23) satisfying (10:1).

Then there exists � > 0 such that (10:42) holds.
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Let (10:2) be ful�lled, for some k 2 f0; : : : ; n�1g (10:17

k

)

and (10:18

k

) hold, q 2 L

loc

(R

+

;R

+

) and

lim

t!+1

1

t

Z

t

1

q(s)s

n�2k�1

ds < +1:

Let, moreover, u : [t

0

;+1[! R be a solution of (10:23) satisfying (10:1).

Then there exists � > 0 such that (10:42) holds.

Let (10:2), (10:11) and (10:12) be ful�lled,

q

i

2 L

loc

(R

+

;R

+

); �

i

2 C(R

+

;R

+

);

lim

t!+1

(�

i

(t)� t) < +1 (i = 1; : : : ;m)

(10.44)

and

lim

t!+1

1

t

Z

t

0

m

X

i=1

q

i

(s)ds < +1: (10.45)

Let, moreover, u : [t

0

;+1[! R be a solution of

p(t)ju(�(t))j � u

(n)

signu(t) �

m

X

i=1

q

i

(t)ju(�

i

(t))j (10.46)

satisfying (10:1). Then there exists � > 0 such that (10:42) holds.

Let (10:2) be ful�lled, for some k 2 f0; : : : ; n�1g (10:22

k

)

hold and

lim

t!+1

1

ln t

Z

t

t

0

q(s)s

n�k�1

(�

�

k

(s))

�1

ds < +1 (10:47

k

)

with �

�

k

(t) de�ned by (10:5

k

) and (10:6

k

). Let, moreover, u : [t

0

;+1[! R

be a solution of (10:23) satisfying (10:1). Then there exists � > 0 such that

ju(t)jt

��

! 0 for t! +1: (10.48)

Let (10:2), (10:17

0

) and (10:18

0

) be ful�lled and

lim

t!+1

1

ln t

Z

t

0

s

n�1

q(s)ds < +1: (10.49)

Let, moreover, u : [t

0

;+1[! R be a solution of (10:23) satisfying (10:1).

Then there exists � > 0 such that (10:48) holds.

Let (10:2), (10:17

0

) and (10:18

0

) be ful�lled,

q

i

2 L

loc

(R

+

;R

+

); �

i

2 C(R

+

;R

+

);

lim

t!+1

�

i

(t)

t

< +1 (i = 1; : : : ;m)

(10.50)
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and

lim

t!+1

1

ln t

Z

t

0

s

n�1

m

X

i=1

q

i

(s)ds < +1: (10.51)

Let, moreover, u : [t

0

;+1[! R be a solution of (10:46) satisfying (10:1).

Then there exists � > 0 such that (10:48) holds.

x

11. On monotonically increasing solutions

Let

�;� 2 C(R

+

;R

+

); �(t) � �(t) for t 2 R

+

;

lim

t!+1

�(t) = +1; � " :

(11.1)

Denote by M

+

(�;�) the set of all continuous maps ' : C(R

+

;R

+

) !

L

loc

(R

+

;R

+

) which for any t 2 R

+

satisfy

'(x)(t) � '(y)(t) if x; y 2 C(R

+

;R

+

); x(s) � y(s) for s 2 [�(t); �(t)];

(xy)(t)�x(�(t))'(y)(t) if x; y2C(R

+

; ]0;+1[); x(t)"+1 as t"+1;

'(xy)(t) � x(�(t))'(y)(t) if x; y 2 C(R

+

; ]0;+1[); x(t) # 0 as t " +1:

Let ' 2M

+

(�;�) and the equation

u

(n)

(t) = '(u)(t) (11.2)

have a solution u : [t

0

;+1[! R satisfying

u

(i)

(t) > 0 (i = 0; : : : ; n� 1) for t � t

�

: (11.3)

Let, moreover, there exist  2 C(R

+

; ]0;+1[), r

2

> 0 and r

1

2 [0; r

2

[ such

that

(t) # 0 for t " +1; lim

t!+1

((t))

r

1

u(t) = +1;

lim

t!+1

((t))

r

2

u(t) = 0;

(11.4)

lim

t!+1

(�(t))

(�(t))

< +1; lim

t!+1

t

n�1

((t))

r

2

= 0: (11.5)

Then

lim

t!+1

((t))

r

2

Z

t

0

(t� s)

n�1

'(�)(s)ds � c

r

2

�r

1

(n� 1)! (11.6)

with �(t) = ((t))

�r

2

.
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Proof. Put

eu(t) = inf

�

((s))

r

1

ju(s)j : s � t

	

: (11.7)

According to (11.1) and (11.7)

eu(�(t)) " +1 for t " +1 (11.8)

and

lim

t!+1

eu(�(t))((�(t)))

r

2

�r

1

= 0: (11.9)

Taking into account (11.7){(11.9) and Lemma 7.1 we see that there exists

a sequence ft

k

g

+1

k=1

such that t

k

" +1 as k " +1 and

eu(�(t

k

)) = ((�(t

k

)))

r

1

u(�(t

k

)); ((�(t

k

)))

r

2

�r

1

eu(�(t

k

)) �

� ((�(t)))

r

2

�r

1

eu(�(t)) for t

�

� t � t

k

; k = k

0

; k

0

+ 1; (11.10)

with k

0

2 N and t

�

> t

0

su�ciently large.

On the other hand, in view of (11.3) from (11.2) we obtain

u(�(t)) �

1

(n� 1)!

Z

�(t)

t

�

(�(t)� s)

n�1

'(u)(s)ds for t � t

1

;

with t

1

> t

�

su�ciently large. Hence by (11.7), (11.10) and the fact that

' 2M

+

(�;�) we have

u(�(t

k

)) �

1

(n� 1)!

Z

�(t

k

)

t

�

(�(t

k

)� s)

n�1

eu(�(s))'(�

1

)(s)ds �

�

((�(t

k

)))

r

2

u(�(t

k

))

(n� 1)!

Z

�(t

k

)

t

�

(�(t

k

)� s)

n�1

�

�((�(s)))

r

1

�r

2

'(�

1

)(s)ds (k = k

1

; k + 1; : : : ) (11.11)

with �

1

(t) = ((t))

�r

1

and t

k

1

� t

1

.

Take any " 2]0; 1[ and choose t

�

> t

�

such that

(�(t))

(�(t))

� c+ " for t � t

�

:

Then since ' 2M

+

(�;�), from (11.11) we obtain

(n� 1)! � lim

k!+1

((�(t

k

)))

r

2

Z

�(t

k

)

t

�

(�(t

k

)� s)

n�1

((�(s)))

r

1

�r

2

'(�

1

)(s)ds�

� lim

k!+1

((�(t

k

)))

r

2

Z

�(t

k

)

t

�

(�(t

k

)� s)

n�1

�

(�(s))

(�(s))

�

r

2

�r

1

'(�)(s)ds �

� (c+ ")

r

1

�r

2

lim

k!+1

((�(t

k

)))

r

2

Z

�(t

k

)

t

�

(�(t

k

)� s)

n�1

'(�)(s)ds;
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where �(t) = ((t))

�r

2

. Hence, taking onto account the second condition of

(11.5),

lim

t!+1

((t))

r

2

Z

t

0

(t� s)

n�1

'(�)(s)ds � lim

k!+1

((�(t

k

)))

r

2

�

�

Z

�(t

k

)

t

�

(�(t

k

)� s)

n�1

'(�)(s)ds � (c+ ")

r

2

�r

1

(n� 1)!:

Since " is arbitrary, the last inequality implies (11.6). �

Let t

0

2 R

+

. Denote by H

+

t

0

;�

the set of all functions u 2

e

C

n�1

loc

(R

+

;R)

satifying

u

(i)

(t)u(t) > 0 (i = 0; : : : ; n� 1); u

(n)

(t)u(t) � 0 for t � t

�

;

where t

�

= minft

0

; �

�

(t

0

)g, �

�

(t) = inff�(s) : s � tg.

Let F 2 V (�) and for some t

0

2 R

+

F (u)(t) signu(t) � �'(juj)(t) for u 2 H

+

t

0

;�

; t � t

0

; (11.12)

p(t)ju(�(t)j) � '(juj)(t) � q(t)ju(�(t))jfor u 2 H

+

t

0

;�

; t � t

0

; (11.13)

where ' 2M

+

(�;�),

lim

t!+1

(�(t)� �(t)) < +1; (11.14)

p; q2L

loc

(R

+

;R

+

); �2C(R

+

;R

+

); � "; �(t)� t for t2R

+

; (11.15)

Z

+1

�(t)

n�1

p(t)dt = +1: (11.16)

Let, moreover, for some k 2 f0; : : : ; n� 1g (10:22

k

) and (10:41

k

) be ful�lled

with �

�

k

(t) de�ned by (10:5

k

) and (10:6

k

). Then the condition

inf

n

lim

t!+1

e

��t

Z

t

0

(t�s)

n�1

'(�)(s)ds : � 2]0;+1[

o

> (n� 1)! (11.17)

with �(t) = e

�t

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. Suppose, on the contrary, that (0.1) has a solution u

0

: [t

0

;+1[! R

satisfying (10.1). According to (11.12) and Lemma 10.7 (11.2) has a solu-

tion u : [t

�

;+1[!]0;+1[ satisfying (11.3). By (10.22

k

), (10.41

k

), (11.13),

(11.15) and Lemma 10.3 there exists � > 0 such that lim

t!+1

e

��t

u(t) = 0.

Denote by � the set of all � satisfying lim

t!+1

e

��t

u(t) = +1 and put

�

0

= sup�. In view of (11.14){(11.16) it is obvious that 0 2 � and �

0

<

+1. By (11.17) there exist " > 0 and t

1

2 R

+

such that

e

��t

Z

t

0

(t� s)

n�1

'(�)(s)ds � (n� 1)! + " (11.18)

for t � t

1

; � 2]�

0

; �

0

+ "]:
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Choose "

2

2]0; "[ and "

1

2 [0; "

1

[ such that

�

0

� "

1

� 0; c

"

2

+"

1

(n� 1)! < (n� 1)! + ";

lim

t!+1

e

�(�

0

�"

1

)t

u(t) = +1; lim

t!+1

e

�(�

0

+"

2

)t

u(t) = 0;

(11.19)

where c = lim

t!+1

e

�(t)��(t)

. According to (11.19) u is a solution of (11.2)

satisfying all the conditions of Lemma 11.1 with (t) = e

�t

, r

1

= �

0

� "

1

and r

2

= �

0

+ "

2

. Therefore

lim

t!+1

e

�(�

0

+"

2

)t

Z

t

0

(t� s)

n�1

'(�)(s)ds � c

"

2

+"

1

(n� 1)! < (n� 1)! + "

with �(t) = e

(�

0

+"

2

)t

. But this contradicts (11.18). The obtained contra-

diction proves the theorem. �

0

Let F 2 V (�) and conditions (11:12){(11:15), (10:11),

(10:12) and (10:43) be ful�lled, where ' 2 M

+

(�;�). Then (11:17) with

�(t) = e

�t

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. The validity of the theorem follows from Theorem 11.1 and Corollary

10.2. �

Let F 2 V (�), conditions (11:12) and (11:14) be ful�lled

with ' 2M

+

(�;�), for some t

0

2 R

+

p(t)ju(�(t)j) � '(juj)(t) �

m

X

i=1

q

i

(t)ju(�

i

(t))j (11.20)

for u 2 H

+

t

0

;�

; t � t

0

and (10:2), (10:11), (10:12), (10:44) and (10:45) hold. Then (11:1) is su�-

cient for problem (0:1), (10:1) to have no solution.

Proof. The validity of the theorem follows from Theorem 11.1 and Lemma

10.9. �

Let F 2 V (�) and for some t

0

2 R

+

F (u)(t) signu(t) � �

m

X

i=1

Z

�

i

(t)

�

i

(t)

ju(s)jd

s

r

i

(s; t) (11.21)

for u 2 H

+

t

0

;�

; t � t

0

;

where

r

i

(s; t) are measurable, r

i

(�; t) are nondecreasing,

�

i

; �

i

2 C(R

+

;R

+

); �

i

(t) � �

i

(t) for t 2 R

+

;

lim

t!+1

�

i

(t) = +1 (i = 1; : : : ;m);

(11.22)

lim

t!+1

(�(t)� �(t)) < +1; lim

t!+1

(�(t)� t) < +1 (11.23)
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with �(t) = maxf�

i

(t) : i = 1; : : : ;mg, �(t) = inffmin(�

i

(s) : i = 1; : : : ;m) :

s � tg. Let, moreover, there exist i

0

2 f1; : : : ;mg and a nondecreasing

function � 2 C(R

+

;R

+

) such that

�

i

0

(t) > t; maxft; �

i

0

(t)g � �(t) � �

i

0

(t) for t 2 R

+

; (11.24)

lim

t!+1

Z

�(t)

t

�

r

i

0

(�

i

0

(s); s)� r

i

0

(�(s); s)

�

ds > 0; (11.25)

vrai sup

n

�

r

i

0

(�

i

0

(t); t)� r

i

0

(�(t); t)

�

: t 2 R

+

o

< +1; (11.26)

lim

t!+1

1

t

Z

t

0

m

X

i=1

�

r

i

(�

i

(s); s)� r

i

(�

i

(s); s)

�

ds < +1: (11.27)

Then the condition

inf

n

lim

t!+1

e

��t

Z

t

0

(t� s)

n�1

�

�

m

X

i=1

Z

�

i

(s)

�

i

(s)

e

��

d

�

r

i

(�; s)ds : � 2]0;+1[

o

> (n� 1)! (11.28)

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. It su�ces to show that the conditions of Theorem 11.2 are satis�ed

with

'(u)(t) =

m

X

i=1

Z

�

i

(t)

�

i

(t)

u(s)d

s

r

i

(s; t): (11.29)

It is obvious that ' 2 M

+

(�;�) and (11.14) holds. On the other hand,

by (11.24){(11.27) conditions (11.20), (10.11), (10.12), (10.44) and (10.45)

are ful�lled with p(t) = r

i

0

(�

i

0

(t); t) � r

i

0

(�(t); t) and q

i

(t) = r

i

(�

i

(t); t) �

r

i

(�

i

(t); t) (i = 1; : : : ; n). Moreover, (11.28) implies (11.17). Therefore the

operator de�ned by (11.29) satis�es all the conditions of Theorem 11.2. �

Let F 2 V (�), conditions (11:21){(11:27) be ful�lled and

for some t

0

2 R

+

inf

n

�

�n

vrai inf

t�t

0

�

m

X

i=1

Z

�

i

(t)

�

i

(t)

e

�(��t)

d

�

r

i

(�; t)

�

: � 2]0;+1[

o

>1: (11.30)

Then problem (0:1), (10:1) has no solution.

Proof. It su�ces to note that (11.30) implies (11.28). �

Let (11:20){(11:27) be ful�lled , �

i

(t) � t for t 2 R

+

(i = 1; : : : ;m) and for some t

0

2 R

+

vrai inf

t�t

0

�

m

X

i=1

Z

�

i

(s)

�

�

i

(s)

(� � t)

n

d

�

r

i

(�; t)

�

>

�

n

e

�

n

(11.31)
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with �

�

i

(t) = maxft; �

i

(t)g (i = 1; : : : ;m). Then problem (0:1), (10:1) has

no solution.

Proof. It su�ces to note that since e

x

� x

n

(

e

n

)

n

for x � 0, (11.31) implies

(11.30). �

Let F 2 V (�) and for some t

0

2 R

+

F (u)(t) signu(t) � �

m

X

i=1

c

i

Z

t��

i

t��

i

ju(s)jds for u 2 H

+

t

0

;�

; t � t

0

with c

i

> 0, �

i

;�

i

2 R, �

i

> �

i

(i = 1; : : : ;m). Let, moreover, �

i

0

< 0

for some i

0

2 f1; : : : ;mg. Then the condition

inf

n

�

�n�1

m

X

i=1

c

i

(e

���

i

� e

���

i

) : � 2]0;+1[

o

> 1 (11.32)

is su�cient for problem (0:1), (10:1) to have no solution.

0

Let c

i

> 0, �

i

;�

i

2 R, �

i

> �

i

(i = 1; : : : ;m) and

�

i

0

< 0 for some i

0

2 f1; : : : ;mg. Then (11:32) is necessary and su�cient

for the equation

u

(n)

(t) =

m

X

i=1

c

i

Z

t��

i

t��

i

u(s)ds (11.33)

to have no solution satisfying (10:1).

Proof. Su�ciency follows from Corollary 11.3. If we suppose that (10.32)

is violated, then (11.33) has the solution u(t) = e

�t

with � > 0. �

Let F 2 V (�) and for some t

0

2 R

+

F (u)(t) signu(t)��

m

X

i=1

p

i

(t)ju(�

i

(t))j for u2H

+

t

0

;�

; t� t

0

(11.34)

with

p

i

2 L

loc

(R

+

;R

+

); �

i

2 C(R

+

;R

+

);

lim

t!+1

�

i

(t) = +1 (i = 1; : : : ;m);

(11.35)

lim

t!+1

(�

i

(t)� t) < +1 (i = 1; : : : ;m): (11.36)

Let, moreover, there exist i

0

2 f1; : : : ;mg such that �

i

0

(t) is nondecreasing,

�

i

0

(t) > t for t 2 R

+

and

lim

t!+1

Z

�

i

0

(t)

t

p

i

0

(s)ds > 0; vrai supfp

i

0

(t) : t 2 R

+

g < +1: (11.37)



134

Then the condition

inf

n

lim

t!+1

e

��t

Z

t

0

(t� s)

n�1

�

�

m

X

i=1

p

i

(s)e

��

i

(s)

ds : � 2]0;+1[

o

> (n� 1)! (11.38)

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. It su�ces to note that by (11.34){(11.38) all the coditions of The-

orem 11.3 are satis�ed with �

i

(t) = �

i

(t) � 1, �

i

(t) = �

i

(t), r

i

(s; t) =

p

i

(t)e(s � �

i

(t)) (i = 1; : : : ;m) (the de�nition of the function e(t) see on

page 104). �

Let (11:34){(11:37) be ful�lled and for some t

0

2 R

+

inf

n

�

�n

vrai inf

t�t

0

m

X

i=1

p

i

(t)e

�(�

i

(t)�t)

: � 2]0;+1[

o

> 1: (11.39)

Then problem (0:1), (10:1) has no solution.

Proof. It su�ces to note that (11.39) implies (11.38). �

Let �

i

(t) � t for t 2 R

+

(i = 1; : : : ;m), (11:34){(11:37)

be ful�lled and for some t

0

2 R

+

vrai inf

t�t

0

n

m

X

i=1

p

i

(t)(�

i

(t)� t)

n

o

>

�

n

e

�

n

:

Then problem (0:1), (10:1) has no solution.

Let F 2 V (�) and for some t

0

2 R

+

F (u)(t) signu(t) � �

m

X

i=1

c

i

ju(t��

i

)j for u 2 H

+

t

0

;�

; t � t

0

;

where c

i

> 0, �

i

2 R (i = 1; : : : ;m) and �

i

0

< 0 for some i

0

2 f1; : : : ;mg.

Then the condition

inf

n

�

�n

m

X

i=1

c

i

e

���

i

: � 2]0;+1[

o

> 1 (11.40)

is su�cient for problem (0:1), (10:1) to have no solution.

Let c

i

> 0, �

i

2 R (i = 1; : : : ;m) and �

i

0

< 0 for some

i

0

2 f1; : : : ;mg. Then (11:40) is necessary and su�cient for the equation

u

(n)

(t) =

m

X

i=1

c

i

u(t��

i

)

to have no solution satisfying (10:1).
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Let F 2 V (�), conditions (11:12), (11:13), (11:15) and

(11:16) be ful�lled with ' 2M

+

(�;�) and

lim

t!+1

�(t)

�(t)

< +1: (11.41)

Let, moreover, for some k 2 f0; : : : ; n�1g (11:22

k

), (11:47

k

) hold with �

�

k

(t)

de�ned by (11:5

k

) and (11:6

k

). Then the condition

inf

n

lim

t!+1

t

��

Z

t

0

(t�s)

n�1

'(�)(s)ds : �2 [n�1;+1[

o

>(n� 1)!; (11.42)

with �(t) = t

�

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. Suppose, on the contrary, that (0.1) has a solution u

0

: [t

0

;+1[! R

satisfying (10.1). According to (11.12) and Lemma 10.7 (11.2) has a solution

u : [t

�

;+1[!]0;+1[ satisfying (11.3). By (10.22

k

), (10.47

k

), (11.13) ,

(11.15) and Lemma 10.10 there exists � > 0 such that lim

t!+1

t

��

u(t) = 0.

Denote by � the set af all � satisfying lim

t!+1

t

��

u(t) = +1 and put �

0

=

sup�. In view of (11.16) it is obvious that n� 1 2 � and �

0

2 [n� 1;+1[.

By (11.42) there exist " > 0 and t

1

2 R

+

such that

t

��

Z

t

0

(t� s)

n�1

'(�)(s)ds � (n� 1)! + " (11.43)

for t � t

1

; � 2]�

0

; �

0

+ "[:

Choose "

2

2]0; "[ and "

1

2 [0; "

2

[ such that

�

0

� "

1

� 0; c

"

2

+"

1

(n� 1)! < (n� 1)! + ";

lim

t!+1

t

�(�

0

+"

1

)

u(t) = +1; lim

t!+1

t

�(�

0

+"

2

)

u(t) = 0

(11.44)

with c = lim

t!+1

�(t)

�(t)

. According to (11.44) u is a solution of (11.2) satisfying

all the conditions of Lemma 11.1 with (t) = t

�1

, r

1

= �

0

� "

1

and r

2

=

�

0

+ "

2

. Therefore we have

lim

t!+1

t

�(�

0

+"

2

)

Z

t

0

(t� s)

n�1

'(�)(s)ds < c

"

2

+"

1

(n� 1)! < (n� 1)! + "

with �(t) = t

�

0

+"

2

. But this contradicts (11.43). The obtained contradiction

proves the theorem. �

0

Let F 2 V (�) and (11:12), (11:13), (11:15), (11:16),

(11:41), (10:17

0

) and (10:18

0

) be ful�lled with ' 2M

+

(�;�). Then (11:42)

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. The validity of the theorem follows from Theorem 11.5 and Corollary

10.3. �
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Let F 2 V (�) and (11:12), (11:21), (11:41), (10:17

0

),

(10:18

0

), (10:50) and (10:51) be ful�lled with ' 2 M

+

(�;�). Then (11:42)

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. The validity of the theorem follows from Theorem 11.5 and Lemma

10.11. �

Let F 2 V (�), conditions (11:21) and (11:22) be ful�lled

and

lim

t!+1

�(t)

�(t)

< +1; lim

t!+1

�(t)

t

< +1; (11.45)

where �(t) = maxf�

i

(t) : i = 1; : : : ;mg, �(t) = inffmin(�

i

(s) : i =

1; : : : ;m) : s � tg,

lim

t!+1

1

ln t

Z

t

0

s

n�1

m

X

i=1

�

r

i

(�

i

(s); s)� r

i

(�

i

(s); s)

�

ds < +1: (11.46)

Let, moreover, there exist i

0

2 f1; : : : ;mg and a nondecreasing function

� 2 C(R

+

;R

+

) such that (11:24) holds,

lim

t!+1

Z

�(t)

t

s

n�1

�

r

i

0

(�

i

0

(s); s)� r

i

0

(�(s); s)

�

ds > 0 (11.47)

and

vrai sup

�

t

n

�

r

i

0

(�

i

0

(t); t)� r

i

0

(�(t); t)

�

: t 2 R

+

	

< +1: (11.48)

Then the condition

inf

�

lim

t!+1

t

��

Z

t

0

(t� s)

n�1

m

X

i=1

Z

�

i

(s)

�

i

(s)

�

�

d

�

r

i

(�; s)ds :

: � 2]n� 1;+1[

�

> (n� 1)! (11.49)

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. As in the proof of Theorem 11.3, we can easily show that the operator

de�ned by (11.29) satis�es all the conditions of Theorem 11.6. This proves

the theorem. �

Let F 2 V (�), conditions (11:22), (11:45){(11:48) be ful-

�lled, ' 2M

+

(�; �) and for some t

0

2 R

+

inf

�

1

Q

n�1

i=0

(�� i)

vrai inf

t�t

0

�

t

n��

m

X

i=1

Z

�

i

(t)

�

i

(t)

�

�

d

�

r

i

(�; t)

�

:

: � 2]n� 1;+1[

�

> 1: (11.50)

Then problem (0:1), (10:1) has no solution.
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Proof. It su�ces to note that (11.50) implies (11.49). �

Let F 2 V (�) and for some t

0

2 R

+

F (u)(t)signu(t)��t

�n�1

m

X

i=1

c

i

Z

�

i

t

�

i

t

ju(s)jds for u 2 H

+

t

0

;�

; t � t

0

with c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m). Let, moreover,

i

0

2 f1; : : : ;mg exist such that �

i

0

> 1. Then the condition

inf

�

1

Q

n�1

i=�1

(�� i)

m

X

i=1

c

i

(�

i

�+1

� �

�+1

i

) : � 2]n� 1;+1[

�

>1 (11.51)

is su�cient for problem (0:1), (10:1) to have no solution.

0

Let c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m) and

�

i

0

> 1 for some i

0

2 f1; : : : ;mg. Then (10:50) is necessary and su�cient

for the equation

u

(n)

= t

�n�1

m

X

i=1

c

i

Z

�

i

t

�

i

t

u(s)ds (11.52)

to have no solution satisfying (10:1).

Proof. Su�ciency follows from Corollary 11.9. If we suppose that (11.50)

is violated, then (11.52) has the solution u(t) = t

�

with � > n� 1. �

Let F 2 V (�), conditions (11:34) and (11:35) be ful�lled

and

lim

t!+1

�(t)

�(t)

< +1; lim

t!+1

�(t)

t

< +1 (11.53)

with �(t) = maxf�

i

(t) : i = 1; : : : ;mg, �(t) = inffmin(�

i

(s) : i = 1; : : : ;m) :

s � tg. Let, moreover, i

0

2 f1; : : : ;mg exist such that �

i

0

(t) is nondecreas-

ing,

lim

t!+1

Z

�

i

0

(t)

t

s

n�1

p

i

0

(s)ds > 0; (11.54)

vrai supft

n

p

i

0

(t) : t 2 R

+

g < +1: (11.55)

Then the condition

inf

n

lim

t!+1

t

��

Z

t

0

(t� s)

n�1

m

X

i=1

p

i

(s)�

�

i

(s)ds :

: � 2]n� 1;+1[

o

> (n� 1)! (11.56)

is su�cient for problem (0:1), (10:1) to have no solution.
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Proof. It su�ces to note that by (11.34), (11.35) and (11.53)-(11.56) all the

conditions of Theorem 11.6 are satis�ed with �

i

(t) = �

i

(t)� 1, �

i

(t) = �

i

(t)

and r

i

(s; t) = p

i

(t)e(s � �

i

(t)) (the de�nition of the function e see on page

104). �

Let F 2 V (�), conditions (11:34), (11:35) and (11:53){

(11:56) be ful�lled and for some t

0

2 R

+

inf

�

1

Q

n�1

i=0

(�� i)

vrai inf

t�t

0

�

t

n��

m

X

i=1

p

i

(t)�

�

i

(t)

�

:

: � 2]n� 1;+1[

�

> 1: (11.57)

Then problem (0:1), (10:1) has no solution.

Proof. It su�ces to note that (11.57) implies (11.56). �

Let F 2 V (�), for some t

0

2 R

+

F (u)(t) signu(t) � �t

�n

m

X

i=1

c

i

ju(�

i

t)j for u 2 H

+

t

0

;�

; t � t

0

with c

i

> 0, �

i

> 0 (i = 1; : : : ;m) and let �

i

0

> 1 for some i

0

2 f1; : : : ;mg.

Then the condition

inf

�

1

Q

n�1

i=0

(�� i)

m

X

i=1

c

i

�

�

i

: � 2]n� 1;+1[

�

> 1 (11.58)

is su�cient for problem (0:1), (10:1) to have no solution.

0

Let c

i

> 0, �

i

> 0 (i = 1; : : : ;m) and �

i

0

> 1 for some

i

0

2 f1; : : : ;mg. Then (11:58) is necessary and su�cient for the equation

u

(n)

(t) = t

�n

m

X

i=1

c

i

u(�

i

t)

to have no solution satisfying (10:1).

Let n > 1, F 2 V (�), for any t

0

2 R

+

F (u)(t) signu(t)��p(t)ju(�(t))j for u 2 H

+

t

0

;�

; t � t

0

; (11.59)

(10:2) be ful�lled and for some k 2 f1; : : : ; n � 1g (10:17

k

), (10:18

k

) hold.

Then problem (0:1), (10:1) has no solution.
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Proof. Suppose that (0.1) has a solution u satisfying (10.1). Then by

(11.58), (11.17

k

), (10.18

k

) and Lemma 10.3

lim

t!+1

t

2k+1�n

ju(�(t))j

ju

(n�1)

(t)j

< +1 (11.60)

and

lim

t!+1

�(t)

t

> 1: (11.61)

On the other hand, by (10.1) from (1.6

0n

) we have

ju(�(t))j �

1

(n� 1)!

(�(t)� t)

n�1

ju

(n�1)

(t)j for t � t

1

;

where t

1

> t

0

is su�ciently large. Hence in view of (11.61) we obtain

lim

t!+1

ju(�(t))jt

1�n

ju

(n�1)

(t)j

> 0:

Since k � 1, the last inequality contradicts (11.60). The obtained contra-

diction proves the theorem. �

Analogously can be proved

Let F 2 V (�), conditions (11:59), (10:17

0

) and (10:18

0

)

be ful�lled and

lim

t!+1

�(t)

t

= +1:

Then problem (0:1), (10:1) has no solution.

Let F 2 V (�), conditions (10:2) and (11:59) be ful�lled

and for some k 2 N and i 2 f0; : : : ; n� 1g

lim

t!+1

Z

�(t)

t

p(s)(�(t)� s)

n�i�1

(�(s)� �(t))

i

g

k

(�(s); �(t))ds >

> i!(n� i� 1)!; (11.62)

where

g

k

(t; s) = exp

�

1

(n� 1)!

Z

t

s

(t� �)

n�1

p(�) 

k

(�)d�

�

; (11.63)

 

1

(t) = 1;  

j

(t) = exp

�

1

(n� 1)!

Z

�(t)

t

(�(t)� �)

n�1

�

�p(�) 

j�1

(�)d�

�

(j = 2; : : : ; k): (11.64)

Then problem (0:1), (10:1) has no solution.
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Proof. Suppose that (0.1) has a solution u : [t

0

;+1[! R satisfying (10.1).

From (0.1) by (11.59) we have

1

(n� 1)!

Z

�(t)

s

(�(t)� �)

n�1

ju

(n)

(�)j

u

0

(�(t); �)

d� �

1

(n� 1)!

�

�

Z

�(t)

s

(�(t)� �)

n�1

p(�)

ju(�(�))j

u

0

(�(t); �)

d� for t

0

� s � �(t); (11.65)

where

u

0

(t; s) =

n�1

X

j=0

(t� s)

j

j!

ju

(j)

(s)j:

Since

du

0

(�(t); �)

d�

=

(�(t)� �)

n�1

(n� 1)!

ju

(n)

(�)j; u

0

(�(t); �(t)) = ju(�(t))j;

in view of (11.65) we obtain

ln

ju(�(t))j

u

0

(�(t); s)

�

1

(n� 1)!

Z

�(t)

s

(�(t)� �)

n�1

p(�)

ju(�(�))j

u

0

(�(t); �)

d�:

As u

0

(�(�); �) � u

0

(�(t); �) for t

0

� t � � � �(t), the last inequality implies

ju(�(t))j

u

0

(�(t); s)

� exp

n

1

(n� 1)!

Z

�(t)

s

(�(t)� �)

n�1

p(�)

ju(�(�))j

u

0

(�(�); �)

d�

o

for t

0

� t � s � �(t);

whence we easily conclude that

ju(�(t))j � exp

n

1

(n� 1)!

Z

�(t)

s

(�(t) � �)

n�1

p(�) 

k

(�)d�

o

u

0

(�(t); s)

for t

0

� t � s � �(t)

with  

k

(t) de�ned by (11.64). Therefore according to (10.1) and (11.59)

from (0.1) we have

ju

(i)

(�(t))j �

1

(n� i� 1)!

Z

�(t)

t

(�(t)� �)

n�i�1

p(�)�

�g

k

(�(�); �(t))u

0

(�(�); �(t))d� (11.66)

with g

k

(t; s) de�ned by (11.63). Since

u

0

(�(�); �(t)) �

ju

(i)

(�(t))j

i!

(�(�)� �(t))

i

for t

0

� t � �;
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from (11.66) we �nally obtain

ju

(i)

(�(t))j �

1

i!(n� i� 1)!

Z

�(t)

t

(�(t)� �)

n�i�1

�

�(�(�)� �(t))

i

g

k

(�(�); �(t))d�ju

(i)

(�(t))j

which contradicts (11.62). The obtained contradiction proves the theo-

rem. �

Let F 2 V (�), conditions (10:2) and (11:59) be ful�lled

and for some i 2 f0; : : : ; n� 1g

lim

t!+1

Z

�(t)

t

p(s)(�(t) � s)

n�i�1

(�(s)� �(t))

i

ds > i!(n� i� 1)!: (11.67)

Then problem (0:1), (10:1) has no solution.

Remark 11.1. (11.67) cannot be replaced by

lim

t!+1

Z

�(t)

t

p(s)(�(t)� s)

n�i�1

(�(s)� �(t))

i

ds >

> i!(n� i� 1)!(1� ")

n

; (11.68)

however small " 2]0; 1] would be.

Indeed, let " 2]0; 1]. Choose n

0

2 N, � > 0 and c > 0 such that

n

p

n! <

(1 + ")n

e

for n � n

0

; c�

n

= (1� ")

n

n!:

Then the equation

u

(n)

(t) = cu(t+�)

has the solution u(t) = e

�t

with � > 0. On the other hand, (11.68) holds

with p(t) = c and �(t) = t+�.

Let F 2 V (�), conditions (10:2) and (11:59) be ful�lled

and

lim

t!+1

Z

�(t)

t

p(s)(�(t)� s)

n�1

ds >

(n� 1)!

e

: (11.69)

Then problem (0:1), (10:1) has no solution.

This theorem can be prooved analogously to Theorem 6.2.
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Let F 2 V (�) and for some t

0

2 R

+

F (u)(t) signu(t)��'(u)(t) signu(t)�0 for u 2 H

+

t

0

;�

; t�t

0

; (11.70)

where ' 2M(�), �(t) � t for t 2 R

+

. Then the condition

e'

n

2M

�

2

(�) (11.71)

with

�(t) = t; e'

n

(u)(t) =

1

(n� 1)!

'((�(t) � t)

n�1

u(t))(t) (11.72)

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. Suppose that (0.1) has a solution u : [t

0

;+1[! R satisfying (10.1).

Then from (1.6

0n

) we have

ju(�(t))j �

ju

(n�1)

(t)j

(n� 1)!

(�(t) � t)

n�1

for t � t

0

:

Therefore, taking into account the fact that ' 2M(�), by (11.70) we obtain

x(t) �

Z

t

t

0

je'

n

(signu(t

0

)x)(s)jds;

where x(t) =

1

(n�1)!

ju

(n�1)

(t)j > 0 for t � t

0

. But this contradicts (11.71),

which proves the validity of the theorem. �

Analogously can be proved

0

Let F 2 V (�) and for some t

0

2 R

+

F (u)(t) signu(t) � �'(t; u(�

1

(t)); : : : ; u(�

m

(t))) signu(t) � 0

for u 2 H

+

t

0

;�

; t � t

0

;

where �

i

2 C(R

+

;R

+

), �

i

(t) � t for t 2 R

+

(i = 1; : : : ;m), ' 2 K

loc

(R

+

�

R

m

;R) and

'(t; x

1

; : : : ; x

m

) signx

1

� '(t; y

1

: : : ; y

m

) sign y

1

� 0

for t 2 R

+

; x

i

x

1

> 0; x

i

y

i

> 0; jx

i

j � jy

i

j (i = 1; : : : ;m):

Then condition (11:71) with

e'

n

(u)(t) =

1

(n� 1)!

'(t; (�

1

(t)� t)

n�1

u(t); : : : ; (�

m

(t)� t)

n�1

u(t))

is su�cient for problem (0:1), (10:1) to have no solution.
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Let F 2 V (�), (11:70) be ful�lled with ' 2 M(�), the

function � 2 C(R

+

;R

+

) be nondecreasing and �(t) � t for t 2 R

+

. Then

condition (11:71) with

e'

n

(u)(t)=

(�(t) � t)

n�1

(n� 1)!

j'(u(t))(t)j (11.73)

is su�cient for problem (0:1), (10:1) to have no solution.

Proof. Suppose that (0.1) has a solution u : [t

0

;+1[! R satisfying (10.1).

Then by (10.1), (11.70) and the fact that ' 2M(�) we obtain

ju(�(t))j �

1

(n� 1)!

Z

�(t)

t

0

(�(t)� s)

n�1

ju

(n)

(s)jds �

�

1

(n� 1)!

Z

t

t

0

(�(s) � s)

n�1

j'

�

signu(t

0

)jju(�(s))j

�

ds for t � t

0

:

Therefore

x(t) �

Z

t

t

0

�

�

e'

n

�

signu(t

0

)x

�

(s)

�

�

ds for t � t

0

with x(t) = ju(�(t))j. But this contradicts (11.71). The obtained contra-

diction proves the theorem. �
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CHAPTER 5

In chapter 5 the oscillatory properties which are speci�c for functional

di�erential equations are studied. These properties have no analogues for

ordinary di�erential equations.

x

12. Equations with property

e

A

Everywhere in this section it will be assumed that the inequality

(�1)

n+1

F (u)(t)u(t) � 0 for u 2 H

t

0

;�

; t � t

0

(12.1)

holds for some t

0

2 R

+

.

Let F 2 V (�), (12:1) be ful�lled for some t

0

2 R

+

and

jF (u)(t)j � j'(u)(t)j for u 2 H

t

0

;�

; t � t

0

(12.2)

with ' 2 M(�; �), where �(t) � t for t 2 R

+

. Then, if n is odd, the

conditions (3:3

n�1

) and

e'

0

2M

1

(�; �) (12.3)

are su�cient for (0:1) to have property

e

, and if n is even, such are con-

ditions (3:11), (3:3

n�2

) and (12:3), where e'

n�1

, e'

n�2

and e'

0

are de�ned,

respectively, by (3:12), (3:14) and (9:86).

Proof. Suppose that u : [t

0

;+1[! R is a nonoscillatory proper solution of

(0.1). According to Lemma 1.2 and (12.1) l 2 f0; : : : ; ng exists such that l

is even and (2.14

l

) holds. By Theorems 3.1

0

, 3.2

0

and 9.15 and conditions

(3.2

n�1

), (3.2

n�2

) and (12.3) we have l 62 f0; : : : ; n � 1g. Therefore, n is

even and l = n, so in view of (3.13) (0.5) is ful�lled. �

Taking into account Theorems 3.1

00

, 3.2

00

and 9.15, we can analoguosly

prove the following

0

Let F 2 V (�) and conditions (12:1) and (12:2) be ful�lled

with ' 2M(�; �), where �(t) � t for t 2 R

+

. Then, if n is odd, conditions

(3:16), (12:3) are su�cient for (0:1) to have property

e

, while if n is even,

such are conditions (3:11), (3:18) and (12:3), where e'

n�1

, e'

n�2

and e'

0

are

de�ned, respectively, by (3:17), (3:18) and (9:15).

Let F 2 V (�), (12:1) be ful�lled for some t

0

and

jF (u)(t)j �

Z

�

1

(t)

�

1

(t)

ju(s)j

�

d

s

r(s; t) for u 2 H

t

0

;�

; t � t

0

; (12.4)



145

where

0 < � < 1; �

1

; �

1

2 C(R

+

;R

+

); �

1

(t) � �

1

(t) � t for t 2 R

+

;

lim

t!+1

�

1

(t)=+1; r(s; t) is measurable, r(�; t) is nondecreasing:

(12.5)

Let, moreover,

Z

+1

Z

�

1

(t)

�

1

(t)

s

�(n�1)

d

s

r(s; t)dt = +1

and

Z

+1

t

(n�1)(1��)

(t� �

1

(t))

�(n�1)

�

r(�

1

(t); t)� r(�

1

(t); t)

�

dt = +1:

Then (0:1) has the property

e

.

0

Let F 2 V (�), conditions (12:1) and (12:5) be ful�lled

for some t

0

2 R

+

and

Z

�

1

(t)

�

1

(t)

ju(s)j

�

d

s

r(s; t) � jF (u)(t)j � �

Z

�

1

(t)

�

1

(t)

ju(s)j

�

d

s

r(s; t)

for u 2 H

t

0

;�

; t � t

0

;

with 0 < � < 1 and � 2 [1;+1[. Let, moreover,

lim

t!+1

�

1

(t)

�

1

(t)

< +1; lim

t!+1

t

1��

(t� �

1

(t))

�

(�

1

(t))

�

> 0:

Then the condition

Z

+1

�

�(n�1)

1

(t)

�

r(�

1

(t); t)� r(�

1

(t); t)

�

dt = +1

is necessary and su�cient for (0:1) to have property

e

.

The validity of Theorems 12.2 and 12.2

0

follows from Corollaries 4.1 and

4.2, 9.16.

Let F 2 V (�), conditions (12:1), (8:2) and (8:3) be ful-

�lled for some t

0

and

jF (u)(t)j � p(t)ju(�(t))j for u 2 H

t

0

;�

; t � t

0

: (12.6)

Let, moreover,

Z

+1

(�(t))

n�1�"

p(t)dt = +1 (12.7)

with " > 0 and either (9:73) or (9:75) hold. Then (0:1) has property

e

.
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Proof. The validity of the theorem follows from Corollaries 3.12 and 9.16

and Theorem 9.12. �

Let F 2 V (�), condition (12:1) be ful�lled for some t

0

2

R

+

and

jF (u)(t)j �

m

X

i=1

c

i

Z

t��

i

t��

i

ju(s)jds for u 2 H

t

0

;�

; t � t

0

; (12.8)

where c

i

> 0, �

i

;�

i

2 R, �

i

< �

i

(i = 1; : : : ;m) and �

i

0

> 0 for some

i

0

2 f1; : : : ;mg. Then (9:28) is su�cient for (0:1) to have the property

e

.

Proof. The validity of the theorem immediately follows from Corollaries 3.1

and 9.2. �

0

Let c

i

> 0, �

i

;�

i

2 R, �

i

< �

i

(i = 1; : : : ;m) and

�

i

0

> 0 for some i

0

2 f1; : : : ;mg. Then (9:28) is necessary and su�cient

for (9:29) to have property

e

.

Let F 2 V (�), condition (12:1) be ful�lled and

jF (u)(t)j �

m

X

i=1

c

i

ju(t��

i

)j for u 2 H

t

0

;�

; t � t

0

; (12.9)

where c

i

> 0, �

i

2 R (i = 1; : : : ;m) and �

i

0

> 0 for some i

0

2 f1; : : : ;mg.

Then (9:37) is su�cient for (0:1) to have property

e

.

Proof. The thoerem follows from Corollaries 3.1 and 9.4. �

Let F 2 V (�), condition (12:1) be ful�lled and

jF (u)(t)j � t

�1�n

m

X

i=1

c

i

Z

�

i

t

�

i

t

ju(s)jds for u 2 H

t

0

;�

; t � t

0

; (12.10)

where c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m) and �

i

0

< 1 for some

i

0

2 f1; : : : ;mg. Let, moreover, (9:49) hold and

m

X

i=1

c

i

(�

�+1

i

� �

�+1

i

) > �

n�1

Y

i=�1

(i� �) for � 2 [1; n� 1]:

18

(12.11)

Then (0:1) has property

e

.

Proof. The theorem follows from Corollary 9.7 and Theorems 7.4 and 7.5. �

18

When n = 1; 2, (12.11) is unnecessary.
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Let F 2 V (�) and (12:1) and (12:10) be ful�lled with

c

i

> 0, �

i

; �

i

2]0; 1], �

i

< �

i

(i = 1; : : : ;m). Then the conditions (9:49)

and

m

X

i=1

c

i

(�

�+1

i

� �

�+1

i

) > �

n�1

Y

i=�1

(i� �) for � 2 [n� 3; n� 1] (12.12)

are su�cient for (0:1) to have property

e

.

0

Let c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m) and

�

i

0

< 1 for some i

0

2 f1; : : : ;mg. Then (9:49) and (12:11) are necessary

and su�cient for the equation

u

(n)

(t) + (�1)

n+1

m

X

i=1

c

i

t

�n�1

Z

�

i

t

�

i

t

u(s)ds = 0 (12.13)

to have property

e

.

Proof. The su�ciency follows from Theorem 12.6. If we assume that either

(9.49) or (12.11) is violated, then equation (12.13) has the solution u(t) = t

�

,

where either � < 0 or � 2]1; n� 1[. �

0

Let c

i

> 0, �

i

; �

i

2]0; 1] and �

i

< �

i

(i = 1; : : : ;m).

Then (9:49) and (12:12) are necessary and su�cient for equation (12:13) to

have property

e

.

Let F 2 V (�), condition (12:1) be ful�lled for some t

0

2

R

+

and

jF (u)(t)j �

m

X

i=1

c

i

Z

�

i

t

�

i

t

s

�n�1

ju(s)jds for u 2 H

t

0

;�

; t � t

0

; (12.14)

where c

i

> 0, �

i

; �

i

2]0;1[, �

i

< �

i

(i = 1; : : : ;m) and �

i

0

< 1 for some

i

0

2 f1; : : : ;mg. Then conditions (9:46) and

m

X

i=1

c

i

(�

��n

i

� �

i

��n

) >

n

Y

i=0

(i� �) for � 2 [1; n� 1] (12.15)

are su�cient for (0:1) to have property

e

.

Proof. The theorem follows from Corollary 9.6 and Theorems 7.4 and 7.5. �

Let (12:1) and (12:14) be ful�lled with c

i

> 0, �

i

; �

i

2

]0; 1] and �

i

< �

i

(i = 1; : : : ;m). Then conditions (9:46) and

m

X

i=1

c

i

(�

��n

i

� �

i

��n

) >

n

Y

i=0

(i� �) for � 2 [n� 3; n� 1] (12.16)

are su�cient for (0:1) to have property

e

.
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0

Let c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m) and

�

i

0

< 1 for some i

0

2 f1; : : : ;mg. Then (9:46) and (12:15) are necessary

and su�cient for (9:47) to have property

e

.

0

Let c

i

> 0, �

i

; �

i

2]0; 1] and �

i

< �

i

(i = 1; : : : ;m).

Then (9:46) and (12:16) are necessary and su�cient for (9:47) to have prop-

erty

e

.

Let F 2 V (�), condition (12:1) be ful�lled for some t

0

2

R

+

and

jF (u)(t)j � t

�n

m

X

i=1

c

i

ju(�

i

t)j for u 2 H

t

0

;�

; t � t

0

; (12.17)

where c

i

> 0, �

i

> 0 (i = 1; : : : ;m) and �

i

0

< 1 for some i

0

2 f1; : : : ;mg.

Then conditions (9:53) and

m

X

i=1

c

i

�

�

i

>

n�1

Y

i=0

(i� �) for � 2 [1; n� 1] (12.18)

are su�cient for (0:1) to have property

e

.

Proof. The theorem follows from Corollaries 7.1, 7.5 and 9.9. �

Let (12:1) and (12:17) be ful�lled, where c

i

> 0, �

i

2]0; 1]

(i = 1; : : : ;m) and �

i

0

< 1 for some i

0

2 f1; : : : :mg. Then conditions (9:53)

and

m

X

i=1

c

i

�

�

i

>

n�1

Y

i=0

(i� �) for � 2 [n� 3; n� 1] (12.19)

are su�cient for (0:1) to have property

e

.

0

Let c

i

> 0, �

i

> 0 (i = 1; : : : ;m) and �

i

0

< 1 for some

i

0

2 f1; : : : ;mg. Then (9:53) and (12:18) are necessary and su�cient for

the equation

u

(n)

(t) + (�1)

n+1

t

�n

m

X

i=1

c

i

u(�

i

t) = 0 (12.20)

to have property

e

.

0

Let c

i

> 0, �

i

2]0; 1[ (i = 1; : : : ;m) and �

i

0

< 0 for

some i

0

2 f1; : : : ;mg. Then (9:53) and (12:19) are necessary and su�cient

for (12:20) to have property

e

.
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x

13. Equations with property

e

B

Let F 2 V (�) and (0:3) and (12:2) be ful�lled, where

' 2M(�); � is nondecreasing, �(t) � t for t 2 R

+

: (13.1)

Let, moreover, (3:3

n�2

) and (11:71) hold, where e'

n

is de�ned by either

(11:72) or (11:73) and

e'

n�2

(u)(t) =

t

(n� 1)!

'(t

n�2

u(t))(t): (13.2)

Then (0:1) has property

e

.

Proof. Suppose that u : [t

0

;+1[! R is a proper nonoscillatory solution of

(0.1). By Lemma 1.1 there exists l 2 f0; : : : ; ng such that l+ n is even and

(2.14

l

) holds. According to (13.2) and Theorem 3.2

0

l 62 f1; : : : ; n� 1g. On

the other hand, in view of (11.72){(11.74) and Theorems 11.12 and 11.13

l 6= n. Therefore l = 0 which is possible only if n is even, so using (3.3

n�2

)

we can easily show that (0.4) is ful�lled. �

Taking into account Theorems 3.2

00

, 11.12 and 11.13, we can analogously

prove the following

0

Let F 2 V (�) and (0:3), (12:2) and (13:1) be ful�lled with

' 2M(�; �). Let, moreover, (3:18) and (11:71) hold where e'

n

is de�ned by

either (11:72) or (11:73) and

e'

n�2

(u)(t) =

t

(n� 1)!

'( 

t

(u))(t);

 

t

(u)(s) = [�(t)]

2�n

t

n�2

u(t)s

n�2

for s 2 R

+

:

Then (0:1) has property

e

.

Let F 2 V (�) and (0:3), (12:2) and (13:1) be ful�lled. Let,

moreover, (11:71) and (3:7

1

) hold where �(t) = t, e'

n

is de�ned by either

(11:72) or (11:73) and

e'

1

(u)(t) =

t

n�1

(n� 1)!

'(u(t))(t):

Then (0:1) has property

e

.

0

Let F 2 V (�) and (0:3), (12:2) and (13:1) be ful�lled

with ' 2 M(�; �). Let, moreover, (3:22) and (11:71) hold where �(t) = t,

e'

n

is de�ned by either (11:72) or (11:73) and

e'

1

(u)(t) =

t

n�1

(n� 1)!

'( 

t

(u))(t);  

t

(u)(s) = [�(t)]

1�n

u(t)s

n�1

:
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Then equation (0:1) has property

e

.

The validity of Theorem 13.2 (Theorem 13.2

0

) follows from Theorems

3.3

0

, 11.12 and 11.13 (Theorems 3.5, 11.12 and 11.13).

Let F 2 V (�) and (0:3), (10:2) and (12:6) be ful�lled.

Then (12:7) and either (11:68) or (11:70) are su�cient for (0:1) to have

property

e

.

Proof. The theorem follows from Corollaries 3.12, 11.12 and Theorem

11.11. �

Let F 2 V (�) and (0:3), (12:8) be ful�lled, wh where

c

i

> 0, �

i

;�

i

2 R, �

i

< �

i

(i = 1; : : : ;m) and �

i

0

< 0 for some

i

0

2 f1; : : : ;mg. Then (11:32) is su�cient for (0:1) to have property

e

.

Proof. The theorem follows from Corollaries 3.1 and 11.3. �

0

Let c

i

> 0, �

i

;�

i

2 R, �

i

> �

i

(i = 1; : : : ;m) and

�

i

0

< 0 for some i

0

2 f1; : : : ;mg. Then (11:32) is necessary and su�cient

for (11:33) to have property

e

.

Let F 2 V (�) and (0:3), (12:9) be ful�lled, where c

i

> 0,

�

i

2 R (i = 1; : : : ;m) and �

i

0

< 0 for some i

0

2 f1; : : : ;mg. Then (11:40)

is su�cient for (0:1) to have property

e

.

The validity of Theorem 13.5 follows from Corollaries 3.1 and 11.6.

Let F 2 V (�) and (0:3) and (12:10) be ful�lled where

c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m) and �

i

0

> 1 for some

i

0

2 f1; : : : ;mg. Then the condition

m

X

i=1

c

i

(�

�+1

i

� �

�+1

i

) >

n�1

Y

i=�1

(�� i) for � 2 R

+

(13.3)

is su�cient for (0:1) to have property

e

.

The validity of Theorem 13.6 follows from Theorem 7.4 and Corollary

11.9.

0

Let c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m) and

�

i

0

> 1 for some i

0

2 f1; : : : :mg. Then (13:3) is necessary and su�cient

for (11:51) to have property

e

.
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Let F 2 V (�) and (0:3), (12:10) be ful�lled, where c

i

> 0

and 1 � �

i

< �

i

(i = 1; : : : ;m). Then the condition

m

X

i=1

c

i

(�

�+1

i

� �

�+1

i

) >

n�1

Y

i=�1

(�� i) for � 2 [0; 2] [ [n� 1;+1[ (13.4)

is su�cient for (0:1) to have property

e

.

0

Let c

i

> 0, 1 � �

i

< �

i

(i = 1; : : : ;m). Then (13:4) is

necessary and su�cient for (11:51) to have property

e

.

Let F 2 V (�) and (0:3) and (12:17) be ful�lled where,

c

i

> 0, �

i

> 0 (i = 1; : : : ;m) and �

i

0

> 1 for some i

0

2 f1; : : : ;mg. Then

the condition

m

X

i=1

c

i

�

�

i

>

n�1

Y

i=0

(�� i) for � 2 R

+

(13.5)

is su�cient for (0:1) to have property

e

.

The validity of Theorem 13.7 follows from Corollaries 7.5 and 11.11.

0

Let c

i

> 0, �

i

> 0 (i = 1; : : : ;m) and �

i

0

> 1 for some

i

0

2 f1; : : : ;mg. Then (13:5) is necessary and su�cient for the equation

u

(n)

(t) = t

�n

m

X

i=1

c

i

u(�

i

t) (13.6)

to have property

e

.

Let F 2 V (�) and (0:3), (12:17) be ful�lled, where c

i

> 0,

�

i

� 1 (i = 1; : : : ;m) and �

i

0

> 1 for some i

0

2 f1; : : : ;mg. Then the

condition

m

X

i=1

c

i

�

�

i

>

n�1

Y

i=0

(� � i) for � 2 [0; 2] [ [n� 1;+1[ (13.7)

is su�cient for (0:1) to have property

e

.

0

Let c

i

> 0, �

i

� 1 (i = 1; : : : ;m) and �

i

0

> 1 for some

i

0

2 f1; : : : ;mg. Then (13:7) is necessary and su�cient for (13:6) to have

property

e

.
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x

14. Oscillatory equations

Su�cient conditions for oscillation of any proper solution of (0.1) in the

case of even n were given in xx3,4,6,7, and in the case of odd n in x12. If n

is odd and (0.3) holds, the analogous question was studied in x13. In this

section we establish su�cient conditions for any proper solution of (0.1) to

be oscillatory in the case when n is even and (0.3) is ful�lled. Throughout

this section, without mentioning it specially, it will be assumed that n is

even.

Let F 2 V (�) and (0:3) and (12:8) be ful�lled, where c

i

>

0, �

i

;�

i

2 R, �

i

< �

i

(i = 1; : : : ;m) and �

i

0

> 0, �

i

1

< 0 for some

i

0

; i

1

2 f1; : : : ;mg. Then (9:28) and (11:32) are su�cient for every proper

solution of (0:1) to be oscillatory.

The validity of the theorem follows from Corollaries 3.1, 9.2, and 11.3.

0

Let c

i

> 0, �

i

;�

i

2 R, �

i

< �

i

(i = 1; : : : ;m) and

�

i

0

> 0, �

i

1

< 0 for some i

0

; i

1

2 f1; : : : ;mg. Then (9:38) and (11:32) are

necessary and su�cient for every proper solution of equation (11:33) to be

oscillatory.

Proof. Su�ciency follows from Theorem 14.1. If we assume that (9.32)

((11.32)) is violated, then (11.33) has the solution u(t) = e

�t

with � < 0

(� > 0). �

Let F 2 V (�) and (0:3) and (12:9) be ful�lled, where m �

2, c

i

> 0, �

i

2 R (i = 1; : : : ;m) and �

i

0

> 0, �

i

1

< 0 for some i

0

; i

1

2

f1; : : : ;mg. Then (9:37) and (11:40) are su�cient for every proper solution

of (0:1) to be oscillatory.

The validity of the theorem follows from Corollaries 3.1, 9.4 and 11.6.

Let F 2 V (�) and (0:3) and (12:10) be ful�lled where

c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m) and �

i

0

< 1, �

i

1

> 1 for

some i

0

; i

1

2 f1; : : : ;mg. Then (9:49) and (13:3) are su�cient for every

proper solution of (0:1) to be oscillatory.

The validity if the theorem follows from Corollary 9.7 and Theorem 13.6.

0

Let c

i

> 0, �

i

; �

i

2]0;+1[, �

i

< �

i

(i = 1; : : : ;m) and

�

i

0

< 1, �

i

1

> 1 for some i

0

; i

1

2 f1; : : : ;mg. Then (9:49) and (13:3) are

necessary and su�cient for every proper solution of (11:51) to be oscillatory.

Let F 2 V (�) and (0:3) and (12:17) be ful�llled where

m � 2, c

i

> 0, �

i

> 0 (i = 1; : : : ;m) and �

i

0

< 1, �

i

1

> 1 for some

i

0

; i

1

2 f1; : : : ;mg. Then (13:5) and (9:53) are su�cient for every proper

solution of (0:1) to be oscillatory.
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The validity of the theorem follows from Corollary 9.9 and Theorem 13.7.

0

Let m � 2, c

i

> 0, �

i

> 0 (i = 1; : : : ;m) and �

i

0

< 1,

�

i

1

> 1 for some i

0

; i

1

2 f1; : : : ;mg. Then (13:5) and (9:53) are necessary

and su�cient for every proper solution of (13:6) to be oscillatory.

In this subsection we consider

the equation

u

(n)

(t) =

Z

�

1

(t)

�

1

(t)

ju(s)j

�

1

signu(s)d

s

r

1

(s; t) +

+

Z

�

2

(t)

�

2

(t)

ju(s)j

�

2

signu(s)d

s

r

2

(s; t); (14.1)

where �

i

> 0, �

i

; �

i

2 C(R

+

;R

+

), �

i

(t) � �

i

(t) for t 2 R

+

, r

i

(s; t) are

measurable and r

i

(�; t) are nondecreasing (i = 1; 2).

The results of the previous sections enable us to obtain su�cient condi-

tions for every proper solution of (14.1) to be oscillatory in the case when

n is even. To illustrate this fact several theorems are given below.

Let �

1

= 1, �

2

< 1 and there exist t

0

2 R

+

and nonde-

creasing functions �

i

2 C(R

+

;R

+

) (i = 1; 2) such that

�

1

(t) � �

1

(t) < t; t < �

2

(t) � �

1

(t) for t � t

0

; (14.2)

lim

t!+1

Z

t

�

1

(t)

p

1

(s)s

n�1

ds > 0; lim

t!+1

Z

�

2

(t)

t

p

2

(s)s

n�1

ds > 0

vrai supft

n

p

i

(t) : t 2 R

+

g < +1 (i = 1; 2);

(14.3)

where

p

1

(t)=r

1

(�

1

(t); t)�r

1

(�

1

(t); t); p

2

(t)=r

1

(�

1

(t); t)�r

1

(�

2

(t); t): (14.4)

Let, moreover,

inf

n

lim

t!+1

t

�

Z

+1

t

(s� t)

n�1

Z

�

1

(s)

�

1

(s)

�

��

d

�

r

1

(�; s)ds :

: � 2]0;+1[

o

> (n� 1)!; (14.5)

inf

n

lim

t!+1

t

��

Z

t

0

(t� s)

n�1

Z

�

1

(s)

�

1

(s)

�

�

d

�

r

1

(�; s)ds :

: � 2]n� 1;+1[

o

> (n� 1)! (14.6)

and

lim

t!+1

�

2

(t)

t

< +1;

Z

+1

t

Z

�

2

(t)

�

2

(t)

s

�

2

(n�1)

d

s

r

2

(s; t)dt = +1: (14.7)

Then every proper solution of (14:1) is oscillatory.
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Let �

1

= 1, �

2

< 1 and (14:7) be ful�lled. Let, moreover,

there exist t

0

2 R

+

and nondecreasing functions �

i

2 C(R

+

;R

+

) (i = 1; 2)

such that (14:2) holds and

lim

t!+1

Z

t

�

1

(t)

(s� �

1

(t))

n�1

p

1

(s)ds >

(n� 1)!

e

;

lim

t!+1

Z

�

2

(t)

t

(�

2

(t)� s)

n�1

p

2

(s)ds >

(n� 1)!

e

(14.8)

with p

i

(i = 1; 2) de�ned by (14:4). Then every proper solution of (14:1) is

oscillatory.

Let �

1

= 1, �

2

> 1, either (14:2){(14:6) or (14:8) be

ful�lled and

Z

+1

[�(t)]

n�1

[�

2

(t)]

(2�n)�

2

Z

�

2

(t)

�

2

(t)

s

�

2

(n�2)

d

s

r

2

(s; t)dt = +1 (14.9)

with �(t) = minft; �

2

(t)g. Then every proper solution of (14:1) is oscilla-

tory.

Let �

1

< 1, �

2

> 1, �

1

(t) � t, �

2

(t) � t for t 2 R

+

and

Z

+1

t

�

1

(n�1)

(t� �

1

(t))

�

1

(n�1)

[r

1

(�

1

(t); t) � r

1

(�

1

(t); t)]dt = +1;

Z

+1

(�

2

(t)� t)

�

2

(n�1)

[r

2

(�

2

(t); t)� r

2

(�

2

(t); t)]dt = +1:

Let, moreover, (14:9) hold. Then every proper solution of (14:1) is oscilla-

tory.

x

15. Existence of an oscillatory solution.

Suppose that t

0

> 0 and F 2 V (� ;�)

with

�(t) � �(t) < t for t � t

0

: (15.1)

Consider the following Cauchy problem for (0.1)

u(t) = '(t) for t 2 [�

0

; t

0

]; u

(i)

(t

0

) = c

i

(i = 1; : : : ; n� 1); (15.2)

where �

0

= inff�(t) : t 2 [t

0

;+1[g, ' 2 C([�

0

; t

0

];R), and c

i

2 R (i =

1; : : : ; n� 1).
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Let for any t � t

0

F (u)(t) 6= 0 for u 2 C(R

+

;R) satisfying;

u(s) � 0; u(s) 6� 0 (u(s) � 0; u(s) 6� 0) for s 2 [�(t); �(t)]:

(15.3)

Let, moreover, '(t) 6� 0 for t 2 [�

0

; t

0

]. Then problem (0:1), (15:2) has a

unique proper solution.

Proof. According to (15.1) problem (0.1), (15.2) has a unique solution u

0

:

[t

0

;+1[! R. Suppose that u

0

is not proper. Then we can �nd t

1

2 [t

0

;+1[

and t

2

; t

3

2 [t

1

;+1[ such that t

2

< t

3

, u

0

(t) � 0 for t 2 [t

1

;+1[, u

0

(s) 6� 0

for s 2 [�(t); �(t)] for any t 2 [t

2

; t

3

] and either u

0

(t) � 0 or u

0

(t) � 0 for

t 2 [�

1

; t

1

] where �

1

= minf�(t) : t 2 [t

2

; t

3

]g. Therefore by (15.3) from (0.1)

we get

0 = u

(n�1)

0

(t

2

)� u

(n�1)

o

(t

3

) =

Z

t

3

t

2

F (u

0

)(s)ds 6= 0:

The obtained contradiction proves the lemma. �

Suppose that F 2

V (� ;�) where �; � satisfy (15.1). For (0.1) consider the following Cauchy

problem

u(t) = '(t) for t 2 [�

0

; t

0

]; '(t

0

) = 0;

u

(i)

(t

0

) = 0 (i = 1; : : : ; n� 2); u

(n�1)

(t

0

) = :

(15.4)

By (15.1) it is obvious that problem (0.1), (15.4) has a unique solution

u(�; ) which depends continuously on the parameter .

De�ne the sets �

1

and �

2

as follows:

e 2 �

1

i� the inequality  � e implies

lim

t!+1

u

(i)

(t; ) = +1 (i = 0; : : : ; n� 2); lim

t!+1

u

(n�1)

(t; ) > 0: (15.5)

e 2 �

2

i� the inequality  � e implies

lim

t!+1

u

(i)

(t; ) = �1 (i = 0; : : : ; n� 2); lim

t!+1

u

(n�1)

(t; ) < 0:

Suppose that t

1

2 [t

0

; �

�

(t

0

)], where �

�

(t) = supfs : �(t) < tg. De�ne

the sets E

i

(t

1

) (i = 1; 2; 3) as follows:

E

1

(t

1

) = ft : t 2 [t

0

; t

1

]; �(t) < t

0

; �(t) > t

0

g;

E

2

(t

1

) = ft : t 2 [t

0

; t

1

]; �(t) � t

0

g;

E

3

(t

1

) = ft : t 2 [t

0

; t

1

]; �(t) � t

0

g:

Let F 2 V (� ;�), conditions (0:3) and (15:1) be ful�lled

and for any t

1

2 [t

0

; �

�

(t

0

)] and u 2 C(R

+

;R) satisfying u(t) = '(t) for

t 2 [�

0

; t

0

], u(t) 6= 0 for t 2]t

0

; t

1

] we have

Z

E

1

(t

1

)

F (u)(s)ds �

Z

E

1

(�

�

(t

0

))

jF (�)(s)jds; (15.6)
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where

�(t) =

(

0 for t 2]t

0

;+1];

'(t) for t 2 [�

0

; t

0

[:

Then the sets �

1

and �

2

are nonempty and



2

� 

1

; 

1

; 

2

62 �

1

[ �

2

;

where 

2

= sup�

2

, 

1

= inf �

1

.

Proof. Denote



0

=

Z

E

2

(�

�

(t

0

))

jF (')(s)jds +

Z

E

1

(�

�

(t

0

))

jF (�)(s)jds: (15.7)

Show that if  > 

0

then  2 �

1

. First prove that

u

(i)

(t; ) > 0 for t 2]t

0

; �

�

(t

0

)] (i = 0; : : : ; n� 1): (15.8)

Indeed, otherwise we can �nd t

1

2]t

0

; �

�

(t

0

)] such that

u

(i)

(t; ) > 0 for t 2]t

0

; t

1

[ (i = 0; : : : ; n� 1); u

(n�1)

(t

1

; ) = 0:

Then (0.3), (15.6) and (15.7) imply

u

(n�1)

(t

1

; ) =  �

Z

t

1

t

0

F (u)(s)ds =  �

�

Z

E

1

(t

1

)

F (u)(s)ds�

Z

E

2

(t

1

)

F (u)(s)ds�

Z

E

3

(t

1

)

F (u)(s)ds �

�  �

Z

E

2

(�

�

(t

0

))

jF (')(s)jds �

Z

E

1

(�

�

(t

0

))

jF (�)(s)jds > 0:

The obtained contradiction shows that (15.8) is true. Therefore by (0.3)

u(t; ) satis�es (15.5), hence  2 �

1

.

Analogously it can be shown that if  < �

0

, then  2 �

2

. The nonempti-

ness of �

1

and �

2

and the fact that 

2

� 

1

are thus proved.

Now prove that 

1

62 �

1

. Indeed, otherwise we can �nd t



1

2 R

+

such

that

u

(i)

(t; 

1

) > 0 for t 2 [t



1

;+1[ (i = 0; : : : ; n� 1):

Therefore there exists " > 0 exists such that if  2 [

1

� "; 

1

], then

u

(i)

(t; ) > 0 for t 2 [t



1

; �

�

(t



1

)] (i = 0; : : : ; n� 1):

By (0.3) this means that u(t; ) satis�es (15.5) whence it follows that 

1

�" 2

�

1

. But this contradicts the de�nition of 

1

, so 

1

62 �

1

. Analogously we

can show that 

1

; 

2

62 �

1

[ �

2

. �
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Let n be even, F 2 V (�; �), conditions (0:2), (15:1) and

(15:3) be ful�lled and (0:1) have property . Then (0:1) has an oscillatory

solution.

Proof. By Lemma 15.1 (0.1) has a proper solution. Since n is even and the

equation has the property , this solution has to be oscillatory. �

Let n be odd,conditions (0:3), (15:1) and (15:3) be ful�lled

and suppose that for some t

0

> 0 and ' 2 C([�

0

; t

0

];R), satisfying '(t) 6� 0

for t 2 [�

0

; t

0

] and '(t

0

) = 0 inequality (15:6) holds. Let, moreover, (0:1)

have property . Then it has an oscillatory solution as well as solutions

satisfying (0:5).

Proof. The existence of proper solutions satisfying (0.5) follows from Lemma

15.2 and the de�nition of property . Besides, Lemmas 15.1 and 15.2 imply

the existence of a proper solution not satisfying (0.5). Since n is odd and

(0.1) has property , this solution has to be oscillatory. �

Let F 2 V (� ;�), conditions (12:1), (15:1) and (15:3) be

ful�lled and suppose that for some t

0

> 0 and ' 2 C([�

0

; t

0

];R), satisfying

'(t) 6� 0 for t 2 [�

0

; t

0

] and '(t

0

) = 0 inequality (15:6) holds. Let, moreover,

equation (0:1) have property

e

. Then (0:1) has an oscillatory solution.

Moreover, if n is even, along with the oscillatory solution it has a proper

solutions satisfying (0:5).

Proof. By Lemma 15.1 (0.1) has a proper solution. Since (0.1) has property

e

, this solution has to be oscillatory when n is odd. Suppose now that n is

even. Then according to Lemma 15.2 (0.1) has proper solutions satisfying

(0.5). Besides, by Lemmas 15.1 and 15.2 this equation has a proper solution

not satisfying (0.5). Since (0.1) has property

e

and n is even, this solution

has to be oscillatory. �
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CHAPTER 6

x

16. On a Singular Boundary Value Problem

In this section we shall establish the su�cient conditions for the unique

solvability and oscillation of solutions of the following boundary value prob-

lem:

u

00

(t) =

m

X

i=1

p

i

(t)u(�

i

(t)); (16.1)

u(t) = '(t) for t 2 [�

0

; 0]; lim

t!+1

ju(t)j < +1; (16.2)

where

p

i

2 L

loc

(R

+

;R

+

); �

i

2 C(R

+

;R); �

i

(t) � t

for t 2 R

+

; lim

t!+1

�

i

(t) = +1 (i = 1; : : : ;m);

' 2 C([�

0

; 0];R); �

0

= minf(inf �

i

(t) : t 2 R

+

) : i = 1; : : : ;mg:

(16.3)

If

lim

t!+1

Z

�(t)

t

(s� t)

m

X

i=1

p

i

(s)ds < +1; (16.4)

where

�(t) = maxf�

�

i

(t) : i = 1; : : : ;mg;

�

�

i

(t) = supfs : �

i

(s) < tg (i = 1; : : : ;m);

(16.5)

then problem (16:1), (16:2) has a unique solution.

To the theorem we need some auxiliary assertions.

For any  2 R denote by u(�; ) the solution of (16.1) satisfying

u(t) = '(t) for t 2 [�

0

; 0]; u

0

(0) = :

De�ne the sets �

1

;�

2

� R as follows:

 2 �

1

, lim

t!+1

u(t; ) = +1; lim

t!+1

u

0

(t; ) > 0;

 2 �

2

, lim

t!+1

u(t; ) = �1; lim

t!+1

u

0

(t; ) < 0:

Let conditions (16:3) be ful�lled. Then �

1

and �

2

are non-

empty and



2

� 

1

;  2 [

2

; 

1

])  62 �

1

[ �

2

;

where 

1

= inf �

1

, 

2

= sup�

2

. Moreover, if 

2

< 

1

, then problem (16:1),

(16:2) has an in�nite set of solutions and each of them is oscillatory and

unbounded.
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Proof. The nonemptiness of �

1

and �

2

, as well as the inequality 

2

� 

1

can be proved similarly to Lemma 15.2. If 

2

< 

1

, then for any  2 [

2

; 

1

]

we readily �nd that u(�; ) is oscillatory and unbounded and R = �

1

[ �

2

[

[

2

; 

1

]. �

Let conditions (16:3) be ful�lled, 

2

< 

1

and  2 [

2

; 

1

].

Then there exists 

�

2]

1

;+1[ such that

u(t; 

�

) > ju(t; )j; u

0

(t; 

�

) > ju

0

(t; )j; for t � 1: (16.6)

Proof. Introduce the notation

c

0

= maxfj'(t)j : t 2 [�

0

; 0]g+maxfju(t; )j+ ju

0

(t; )j : t 2 [0; �(1)]g;



�

= 2c

0

+ c

0

Z

�(1)

0

m

X

i=1

p

i

(s)ds:

In the �rst place show that

u

0

(t; 

�

) � 2c

0

for 0 � t � �(1): (16.7)

Assume the contrary. Then for some t

0

2 [0; �(1)] we have

u

0

(t; 

�

) > 0 for 0 � t � t

0

;

u(t; 

�

) > �c

0

for 0 � t � t

0

; and u

0

(t

0

; 

�

) < 2c

0

which is impossible because (16.1) implies

u

0

(t

0

; 

�

) = 

�

+

Z

t

0

0

m

X

i=1

p

i

(s)u(�

i

(s); 

�

)ds � 

�

�c

0

Z

�(1)

0

m

X

i=1

p

i

(s)ds = 2c

0

:

Therefore (16.7) is valid.

By (16.7) we have

u

0

(�(1); 

�

) > ju

0

(�(1); )j; u(t; 

�

) � 2c

0

t+ '(0) > ju(t; )j

for 1 � t � �(1):

Keeping in mind that p

i

(t) � 0 for t 2 R

+

(i = 1; : : : ;m), from the latter

inequality we obtain (16.6). �

Proof of Theorem 16.1. Due to Lemma 16.1 it su�ces to show that 

2

= 

1

.

Assume on the contrary that 

2

< 

1

and take  2]

2

; 

1

[. By Lemma 16.2

there exists 

�

2]

1

;+1[ such that (16.6) holds. We have to show that for

any su�ciently large t

u(t; 

�

) �

�

1 +

1

�

�

ju(t; )j; (16.8)

where � 2]0;+1[ satis�es

� �

Z

�(t)

t

(s� t)

m

X

i=1

p

i

(s)ds for t 2 R

+

: (16.9)
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u(�; ) is oscillatory by Lemma 16.1. Let t

0

2 [�(1);+1[ be a zero of u(�; )

and s

0

2]t

0

;+1[ be any point which is not a zero of u(�; ). For the sake

of de�niteness assume that u(s

0

; ) > 0. Then we can choose s

1

2 [t

0

; s

0

[,

s

2

2]s

0

;+1[ and es 2]s

1

; s

2

[ such that

u(s

1

; ) = u(s

2

; ) = u

0

(es; ) = 0;

u(es; ) � u(s; ) > 0 for s

1

< s < s

2

:

(16.10)

It is easy to see that es < �(s

1

). Moreover, using (16.6) and (16.9), from the

equality

u(es; ) = �

Z

es

s

1

(s� s

1

)

m

X

i=1

p

i

(s)u(�

i

(s); )ds

we obtain

u(es; ) = �

�

m

X

i=1

Z

E

0

i

(s� s

1

)p

i

(s)u(�

i

(s); )ds+

+

m

X

i=1

Z

E

00

i

(s� s

1

)p

i

(s)u(�

i

(s); )ds

�

��

m

X

i=1

Z

E

00

i

(s� s

1

)p

i

(s)u(�

i

(s); )ds�

� u(s

1

; 

�

)

Z

�(s

1

)

s

1

(s� s

1

)

m

X

i=1

p

i

(s)ds � �u(s

1

; 

�

);

where E

0

i

= fs 2 [s

1

; es] : �

i

(s) � s

1

g, E

00

i

= fs 2 [s

1

; es] : �

i

(s) < s

1

g

(i = 1; : : : ;m). Now by (16.6) and (16.10) we have

u(s

0

; 

�

) = u(s

1

; 

�

) + u

0

(s

1

; 

�

)(s

0

� s

1

) +

Z

s

0

s

1

(s

0

� s)�

�

m

X

i=1

p

i

(s)u(�

i

(s); 

�

)ds �

1

�

u(es; ) +

+u

0

(s

1

; )(s

0

� s

1

) +

Z

s

0

s

1

(s

0

� s)

m

X

i=1

p

i

(s)u(�

i

(s); )ds =

=

1

�

u(es; ) + u(s

0

; ) �

�

1 +

1

�

�

u(s

0

; ):

Since s

0

has been chosen arbitrarily we hence conclude that (16.8) is valid

on [t

0

;+1[.

Let t

1

2 [�(t

0

);+1[ and u

0

(t

1

; ) = 0. By (16.6) and (16.8)

u

0

(t; 

�

) = u

0

(t

1

; 

�

) +

Z

t

t

1

m

X

i=1

p

i

(s)u(�

i

(s); 

�

)ds >

�

1 +

1

�

�

�

�

Z

t

t

1

m

X

i=1

p

i

(s)ju(�

i

(s); )jds�

�

1 +

1

�

�

ju

0

(t; )j for t� t

1

: (16.11)
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Using (16.8) and (16.1) we can show by induction that there exists a se-

quence of points t

i

2 R

+

(i = 1; 2; : : : ) such that for any i 2 N we have the

equalities

u(t; 

�

) �

�

1 +

1

�

�

i

ju(t; )j; u

0

(t; 

�

) �

�

1 +

1

�

�

i

ju

0

(t; )j

for t � t

i

; (i = 1; 2; : : : ):

Therefore

lim

t!+1

ju(t; )j

u(t; 

�

)

= 0: (16.12)

Put 

0

= ( + 

2

)=2 and c = �( � 

0

)=(

�

� ). Clearly, u(t; 

0

) =

(1� c)u(t; ) + cu(t; 

�

). Hence by (16.12) we have

lim

t!+1

u(t; 

0

)

u(t; 

�

)

= c < 0

which is impossible since 

0

2]

2

; 

1

[ and by Lemma 16.1 u(�; 

0

) is an

oscillatory solution. The obtained contradiction proves the theorem. �

Let p 2 L

loc

(R

+

;R

+

), � 2 C(R

+

;R), �(t) � t for t 2 R

+

,

lim

t!+1

�(t) = +1,

vrai supfp(t) : t 2 R

+

g < +1; supft� �(t) : t 2 R

+

g < +1

and

Z

+1

p(t)dt = +1:

Then the boundary value problem

u

00

(t) = p(t)u(�(t)); u(t) = '(t) for t 2 [�

0

; 0]; lim

t!+1

ju(t)j < +1;

where �

0

= inff�(t) : t 2 R

+

g and ' 2 C([�

0

; 0];R), has a unique solution.

Corollary 16.1 was proved in [102] under the additional restriction

R

+1

p(t)dt = +1 which, as Theorem 16.1 shows, is quite unnecessary.

In addition to (16:3) and (16:4), let the condtion

Z

+1

t

m

X

i=1

p

i

(t)dt = +1: (16.13)

be also ful�lled. Then problem (16:1), (16:2) has a unique solution u : R

+

!

R satisfying

lim

t!+1

ju(t)j = 0: (16.14)
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Proof. The existence and uniqueness of a solution are provided by Theorem

16.1. Show that (16.14) is ful�lled. Assume the contrary. Then there exist

c 2]0;+1[ and t

0

2 R

+

such that

ju(t)j � c; u(t)u

0

(t) � 0 for t � t

0

:

Multiplying both sides of (16.1) by (t� t

1

) signu(t

1

), where t

1

= �(t

0

), and

integrating, we obtain

ju(t

1

)j = (t� t

1

)ju

0

(t

1

)j+ ju(t)j+

Z

t

t

1

(s� t

1

)

m

X

i=1

p

i

(s)ju(�

i

(s))jds

for t � t

1

whence it follows that

Z

+1

t

1

(s� t

1

)

m

X

i=1

p

i

(s)ds �

ju(t

1

)j

c

which contradicts (16.13). The obtained contradiction proves the validity

of (16.14). �

Let

p

i

2 L

loc

(R

+

; ]0;+1[) (i = 1; : : : ;m); '(t) 6� 0

for t 2 [�

0

; 0]; �

i

(t) < t for t 2 R

+

(i = 1; : : : ;m); lim

t!+1

(�

i

(t)� t) > �1;

vrai supfp

i

(t) : t 2 R

+

g < +1 (i = 1; : : : ;m):

(16.15)

Then problem (16:1), (16:2) has a unique proper solution. Moreover, if �

i

(i = 1; : : : ;m) are nondecreasing and

lim

t!+1

Z

t

�

i

(t)

p

i

(s)ds > 0 (i = 1; : : : ;m); (16.16)

inf

n

lim

t!+1

e

�t

Z

+1

t

(s� t)

m

X

i=1

p

i

(s)e

���

i

(s)

ds : � 2]0;+1[

o

>1; (16.17)

then this solution is oscillatory.

Proof. By virtue of (16.15), Lemma 15.1 and Theorem 16.1 problem (16.1),

(16.2) has a unique proper solution u : R

+

! R. Thus to complete the

proof it su�ces to show that u is oscillatory. Assume the contrary. Then

there exists t

0

2 R

+

such that

(�1)

i

u

(i)

(t)u(t) > 0 for t � t

0

(i = 0; 1): (16.18)

On the other hand, by Theorem 9.3

0

and (16.15){(16.17) equation (16.1)

has no solution satisfying (16.18). The obtained contradiction proves the

theorem. �
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Let (16:15) be ful�lled. Then problem (16:1), (16:2) has

a unique proper solution. Moreover, if (16:16) holds and for some t

0

2 R

+

we have

vrai inf

n

m

X

i=1

p

i

(t)(t � �

i

(t))

2

: t 2 [t

0

;+1[

o

>

�

2

e

�

2

; (16.19)

then this solution is ocillatory.

Proof. It su�ces to note that (16.19) implies (16.17). �

0

Let p

i

;�

i

2]0;+1[ (i = 1; : : : ;m), ' 2 C([��; 0];R)

and '(t) 6� 0 on [��; 0], where � = maxf�

i

: i = 1; : : : ;mg. Then the

problem

u

00

(t) =

m

X

i=1

p

i

u(t��

i

); (16.20)

u(t) = '(t) for �� � t � 0; lim

t!+1

ju(t)j < +1; (16.21)

has a unique proper solution. Moreover, if

inf

n

1

�

2

m

X

i=1

p

i

e

��

i

: � 2]0;+1[

o

> 1;

then this solution is oscillatory.

Let

p

i

2 L

loc

(R

+

; ]0;+1[) (i = 1; : : : ;m); '(t) 6� 0 for �

0

� t � 0;

�

i

(t) < t for t 2 R

+

; vrai supft

2

p

i

(t) : t 2 R

+

g < +1

lim

t!+1

�

i

(t)

t

> 0 (i = 1; : : : ;m):

(16.22)

Then problem (16:1), (16:2) has a unique proper solution. Moreover, if �

i

(i = 1; : : : ;m) are nondecreasing and

lim

t!+1

Z

t

�

i

(t)

sp

i

(s)ds > 0 (i = 1; : : : ;m); (16.23)

inf

n

lim

t!+1

t

�

Z

+1

t

(s� t)

m

X

i=1

p

i

(s)�

��

i

(s)ds : � 2]0;+1[

o

> 1; (16.24)

then this solution is oscillatory.

Proof. Following Lemma 15.1, Theorem 16.1 and (16.22), problem (16.1),

(16.22) has a unique proper solution u : R

+

! R. If we assume that u

is nonoscillatory, then there exists t

0

2 R

+

such that (16.18) is ful�lled.

But by Corollary 9.9 and (16.22){(16.24) equation (16.1) has no solution

satisfying (16.18). The obtained contradiction proves the theorem. �
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Let (16:22) be ful�lled. Then problem (16:1), (16:2) has

a unique proper solution. Moreover, if �

i

(i = 1; : : : ;m) are nondecreasing,

(16:23) holds and for some t

0

2 R

+

we have

inf

n

1

�(� + 1)

vrai inf

t�t

0

t

2+�

m

X

i=1

p

i

(t)�

��

i

(t) : � 2]0;+1[

o

> 1; (16.25)

then this solution is oscillatory.

0

Let p

i

2]0;+1[ and �

i

2]0; 1[ (i = 1; : : : ;m). Then the

problem

u

00

(t) =

m

X

i=1

p

i

(t+ 1)

2

u(�

i

t); u(0) = c

0

6= 0 lim

t!+1

ju(t)j < +1;

has a unique proper solution. Moreover, if

inf

n

1

�(� + 1)

m

X

i=1

p

i

�

��

i

: � 2]0;+1[

o

> 1;

then this solution is oscillatory.

Let

p

i

2 L

loc

(R

+

; ]0;+1[); �

i

(t) < t for t 2 R

+

;

lim

t!+1

ln �

i

(t)

ln t

> 0 (i = 1; : : : ;m);

'(t) 6� 0 for �

0

� t � 0;

vrai supft

2

ln t p

i

(t) : t 2 [1;+1[g < +1 (i = 1; : : : ;m):

(16.26)

Then problem (16:1), (16:2) has a unique proper solution. Moreover, if �

i

(i = 1; : : : ;m) are nondecreasing, (16:23) is ful�lled and for any k 2 N we

have

inf

�

lim

t!+1

(ln t)

�

Z

+1

t

(s� t)�

�

m

X

i=1

p

i

(s)(ln �

i

(s))

��

: � 2]0; k]

�

> 1; (16.27)

then this solution is oscillatory.

Proof. By Lemma 15.1, Theorem 16.1 and (16.26) problem (16.1), (16.2) has

a unique proper solution. If we assume that u is nonoscillatory, then there

exists t

0

2 R

+

such that (16.18) is valid which is impossible by Theorem

9.10

0

, (61.23), (16.26) and (16.27). �
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Let (16:26) be ful�lled. Then problem (16:1), (16:2) has

a unique proper solution. Moreover, if �

i

(i = 1; : : : ;m) are nondecreasing

functions, (16:23) holds and for any k 2 N there exists t

k

2 [1;+1[ such

that

inf

�

1

�

vrai inf

t�t

k

t

2

(ln t)

�+1

m

X

i=1

p

i

(t)(ln �

i

(t))

��

: � 2]0; k]

�

> 1; (16.28)

then this solution is oscillatory.

Proof. It su�ces to note that (6.28) implies (6.27). �

0

Let p

i

2]0;+1[ and �

i

2]0; 1[ (i = 1; : : : ;m). Then the

problem

u

00

(t)=

m

X

i=1

p

i

(t+ 1)

2

ln(t+ 2)

u(t

�

i

); u(0)=c

0

6=0; lim

t!+1

ju(t)j<+1

has a unique proper solution. Moreover, if

inf

n

1

�

m

X

i=1

p

i

�

��

i

: � 2]0;+1[

o

> 1;

then this solution is oscillatory.

x

17. Existence of Bounded Solutions

In this section we shall establish the su�cient conditions for the existence

of bounded solutions of the equation

u

00

(t) = f(t; u(�

1

(t)); : : : ; u(�

m

(t))) (17.1)

where f 2 K

loc

(R

+

� R

m

;R) and

�

i

(t) < t for t 2 R

+

; lim

t!+1

�

i

(t) = +1 (i = 1; : : : ;m): (17.2)

Let

0 � f(t; x

1

; : : : ; x

m

) signx

1

� p(t)

m

Y

i=0

jx

i

j

�

i

(17.3)

for t 2 R

+

; (x

1

; : : : ; x

m

) 2 R

m

;

where �

i

2]0; 1[ (i = 1; : : : ;m),

P

m

i=1

�

i

< 1 and p 2 L

loc

(R

+

;R

+

). More-

over, if

lim

t!+1

Z

�

1

(t)

t

(s� t)p(s)ds < +1; (17.4)

where �

1

(t) = supfs : �

1

(s) < tg, then every oscillatory solution of (17:1) is

bounded.
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Proof. Let u : [t

0

;+1[! R be an oscillatory solution of (17.1). By (17.3)

u

00

(t) signu(�

1

(t)) � 0 for t � t

�

(17.5)

and

ju

00

(t)j � p(t)

m

Y

i=1

ju(�

i

(t))j

�

i

for t � t

�

; (17.6)

where t

�

2 [t

0

;+1[ is su�ciently large.

There are two possibilities: either lim

t!+1

ju(t)j � ju(t

�

)j for some t

�

2

[t

�

;+1[ or lim

t!+1

ju(t)j > ju(t)j for t � t

�

. In the �rst case the validity of

the theorem is obvious.

Consider the second case. We �nd that there exist the increasing se-

quences ft

k

g

+1

k=1

and f

e

t

k

g

+1

k=1

tending to +1 and satisfying

t

k

<

e

t

k

; u(t

k

) = u

0

(

e

t

k

) = 0; u(t) 6= 0; (17.7)

for t

k

< t �

e

t

k

(k = 1; 2; : : : )

and

ju(t)j � ju(

e

t

k

)j for t

�

� t �

e

t

k

(k = 1; 2; : : : ): (17.8)

Show that

�

1

(t

k

) �

e

t

k

(k = 1; 2; : : : ): (17.9)

Indeed, assuming that �

1

(t

k

) <

e

t

k

for some k 2 N, by (17.5) and (17.7) we

obtain

u

0

(t)u(t) � 0; ju(t)j � ju(

e

t

k

)j for t �

e

t

k

which is impossible because u is oscillatory.

Inequalities (17.6), (17.8) and (17.9) together with the equality

u(

e

t

k

) = �

Z

et

k

t

k

(s� t

k

)u

00

(s)ds

imply

ju(

e

t

k

)j�

Z

et

k

t

k

(s� t

k

)p(s)

m

Y

i=1

ju(�

i

(s))j

�

i

ds�ju(

e

t

k

)j

�

Z

et

k

t

k

(s� t

k

)p(s)ds�

� ju(

e

t

k

)j

�

Z

�

1

(t

k

)

t

k

(s� t

k

)p(s)ds (k = k

0

; k

0

+ 1; : : : );

where t

k

0

� �(t

�

). Therefore

ju(

e

t

k

)j

1��

�

Z

�

1

(t

k

)

t

k

(s� t

k

)p(s)ds (k = k

0

; k

0

+ 1; : : : )
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with � =

P

m

i=1

�

i

< 1. Hence by (17.4) and (17.8) we conclude that u is

bounded. �

For equation (17.1) consider the initial value problem

u(t) = '(t) for �

0

� t � 0; u

0

(0) =  (17.10)

and the boundary value problem

u(t) = '(t) for �

0

� t � 0; lim

t!+1

ju(t)j < +1; (17.11)

where ' 2 C([�

0

; 0];R]), '(0) = 0,  2 R, �

0

= minfinf

t�0

�

i

(t) : i =

1; : : : ;mg.

By (17.2) it is clear that for any  2 R problem (17.1), (17.10) has a

unique solution u(�; ) : R

+

! R depending continuously on the parameter

. By Lemma 15.2 there exists  2 R such that u(�; ) either is oscillatory

or satis�es

u(t; )u

0

(t; ) � 0 for t � t



;

where t



2 R

+

is su�ciently large.

Let (17:3) and (17:4) be ful�lled. Then problem (17:1),

(17:11) is solvable. Moreover, if '(t) 6� 0 on [�

0

; 0] and

f(t; x

1

; : : : ; x

m

) signx

1

> 0 for x

1

6= 0;

t 2 R

+

; (x

1

; : : : ; x

m

) 2 R

m

;

(17.12)

then every solution of this problem is proper.

Proof. The �rst part of the asserion of the theorem follows from Theorem

17.1. As to the second part, its proof can be obtained from Lemma 15.1

due to (17.2) and (17.12). �

Let (17:2){(17:4) and (17:12) be ful�lled, �

i

2]0; 1[ (i =

1; : : : ;m),

P

m

i=1

�

i

< 1, p 2 L

loc

(R

+

; ]0;+1[), '(t) 6� 0 on [�

0

; 0] and

'(0) = 0. Then problem (17:1), (17:11) has a proper solution. Moreover, if

f(t; x

1

; : : : ; x

m

) signx

1

� q(t)

m

Y

i=1

jx

i

j

�

i

for t 2 R

+

; (17.13)

(x

1

; : : : ; x

m

) 2 R

m

and

Z

+1

0

t

1��

q(t)

m

Y

i=1

[t� �

i

(t)]

�

i

dt = +1; (17.14)

where q 2 L

loc

(R

+

; ]0;+1[), then every solution of this problem is oscilla-

tory.
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Proof. The fact that problem (17.1), (17.11) has a proper solution u : R

+

!

R follows from theorem 17.2. To complete the proof it su�ces to show that u

is oscillatory. Indeed, otherwise there would exist t

0

2 R

+

such that (16.18)

be satis�ed which would be impossible by (17.13), (17.14) and Theorem

9.15

0

. �

Let p;� 2]0;+1[, � 2]0; 1[. Then the equation

u

00

(t) = pju(t��)j

�

signu(t��)

has a proper bounded solution. Moreover, every oscillatory solution of this

equation is bounded.

Let � 2 C(R

+

;R), �(t) < t for t 2 R

+

, � 2]0; 1[, � 2]0; 1],

p 2]0;+1[ and

lim

t!+1

�(t)

t

< 1; lim

t!+1

�(t)

t

�

> 0:

Then the equation

u

00

(t) =

p

(t+ 1)

2

ln(t+ 2)

ju(�(t))j

�

signu(�(t))

has a proper bounded solution. Moreover, every oscillatory solution of this

equation is bounded.

Similarly to Theorem 17.1 one can prove

Let conditions (16:3) be ful�lled and for any su�ciently

large t there hold

Z

�(t)

t

(s� t)

m

X

i=1

p

i

(s)ds < 1; (17.15)

where � is de�ned by (16:5). Then every oscillatory solution of (16:1) is

bounded.

Let (16:15) and (17:15) be ful�lled. Then problem (16:1),

(17:11) has a unique proper solution. Moreover, if �

i

(i = 1; : : : ;m) are

nondereasing, (16:16) and (16:17) hold and

lim

t!+1

(�

i

(t)� t) > �1; vrai supfp

i

(t) : t 2 R

+

g < +1 (17.16)

(i = 1; : : : ;m);

then this solution is oscillatory.

Proof. The fact that problem (16.1), (17.1) has a unique proper solution

u : R

+

! R follows from Lemma 16.1 and Theorems 16.3 and 17.4. As to

the second part of the assertion of the theorem, as while proving Theorem

16.3, the oscillation of u is obtained by Theorem 9.3

0

, (16.16), (16.17) and

(17.6). �
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Let conditions (16:15) and (17:15) be ful�lled. Then prob-

lem (16:1), (17:11) has a unique proper solution. Moreover, if �

i

(i =

1; : : : ;m) are nondereasing and (16:16), (16:19) and (17:16) hold, then this

solution is oscillatory.

Let �; p 2]0;+1[ and

2

e

2

<

p�

2

2

<

19 + 2

p

34

18

:

Then the problem

u

00

(t) = pu(t��); u(t) = '(t) for t 2 [��; 0]; lim

t!+1

u(t) = 0

where ' 2 C([��; 0];R) and '(t) 6� 0 on [��; 0], has a unique solution

and this solution is oscillatory.

Proof. The uniqueness and oscillation of a solution satisfying lim

t!+1

ju(t)j <

+1 are obtained by Theorem 17.5. The fact that this solution tends to

zero as t! +1 follows from Theorem 77 in [86]. �

Let (16:15) and (17:15) be ful�lled. Then problem (16:1),

(17:11) has a unique solution. Moreover, if �

i

(i = 1; : : : ;m) are nonde-

creasing and (16:22){(16:24) hold, then this solution is oscillatory.

Proof. The �rst part of the above assertion follows from Theorem 17.5. The

second part is proved by Corollary 9.9. using (16.22){(16.24). �

Let (16:15) and (17:15) be ful�lled so that problem (16:1),

(17:11) has a unique solution. Moreover, if �

i

(i = 1; : : : ;m) are nondecreas-

ing and (16:22), (16:23), (16:25) hold, then this solution is oscillatory.

Let p 2]0;+1[, � 2]0; 1[ and

p(j ln�j+ �� 1) < 1; (17.17)

p(

p

4 + ln

2

�� 2)e

p

4+ln

2

��j ln�j

2

>

1

e

: (17.18)

Then the problem

u

00

(t) =

p

(t+ 1)

2

u(�t); u(0) = c

0

6= 0; lim

t!+1

ju(t)j < +1

has a unique solution and this solution is oscillatory.

Remark 17.1. One can easily verify that there really exist p 2]0;+1[ and

� 2]0; 1[ satisfying both (17.17) and (17.18).

Let (16:15) and (17:15) be ful�lled. Then problem (16:1),

(17:11) has a unique proper solution. Moreover, if �

i

(i = 1; : : : ;m) are non-

decreasing functions and (16:23), (16:26) and 16:27 hold, then this solition

is oscillatory.
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Proof. The existence and uniqueness follow from Theorem 17.5. As to

the oscillation, it is proved by Theorem 9.10

0

using (16.23), (6.26) and

(16.27). �

Let (16:15), (17:15) be ful�lled. Then problem (16:1),

(17:11) has a unique proper solution. Moreover, this solution is oscillatory

provided that (16:23), (16:26) and (16:28) hold.

Let p 2]0;+1[, � 2]0; 1[ and

1

e

< pj ln�j < 1:

Then the problem

u

00

(t) =

p

(t+ 1)

2

ln(t+ 2)

u(t

�

);

u(0) = c

0

6= 0; lim

t!+1

ju(t)j < +1

has a unique solution and this solution is oscillatory.



171

REFERENCES

1. N. V. Azbelev, On zeros of solutions of a second order linear di�erential

equation with a delayed argument. (Rusian) Di�erentsial'nye Uravneniya

(1971), No. 7, 1147{1157.

2. G. V. Anan'eva and V. I. Balachanski

�

i, On oscillation of solutions of

some di�erential equations of higher order. (Russian) Uspekhi Mat. Nauk

(1959), No. 1(95), 135-140.

3. O. Arino, G. Ladas and Y. G. S�cas, On oscillations of some retarded

di�erential equations. SIAM J. Math. Anal. (1987), No. 1, 64{73.

4. P. V. Atkinson, On second-order non-linear oscillations. Paci�c J.

Math. (1955), No. 1, 643{647.

5. M. Bartu�sek, Asymptotic properties of oscillatory solutions, of di�er-

ential equations of n-th order. Masaruk University, Brno, Czechoslovakia,

1992.

6.

�

S. Belohorec, Oscilatorick�e riesenia istej nelina�arnej diferenci�alnej

rovnice druh�eho r�adu. Mat.-fyz.

�

Casop. (1961), No. 4, 250{255.

7. O. Bor

�

uvka, Linear di�erential transformations of the second order.

The English Univ. Press, London, 1971.

8. T. A. Chanturia, On one comparison theorem for linear di�erential

equations. (Russian) Izv. Akad. Nauk SSSR Ser. Mat. (1976), No. 5,

1128{1142.

9. T. A. Chanturia, On some asymptotic properties of solutions of ordi-

nary di�erential equations. (Russian) Dokl. Akad. Nauk SSSR (1977)

No. 5, 1049{1052.

10. T. A. Chanturia, On some asymptotic properties of solutions of linear

ordinary di�erential equations. Bull. Polish Acad. Sci. (1977), No. 8,

757{762.

11. T. A. Chanturia, Integral criteria of oscillation of solutions of higher

order linear di�erential equations. I, II (Russian) Di�erentsial'nye Urav-

neniya (1980), No. 3, 470{482; (1980), No. 4, 635{644.

12. T. A. Chanturia, On integral comparison theorems of Hille type

for higher order di�erential equations. (Russian) Soobshch. Akad. Nauk

Gruzin. SSR (1985), No. 2, 241{244.

13. T. A. Chantuaria, Comparison theorems of Sturm type for higher

order di�erential equations. (Russian) Soobshch. Akad. Nauk Gruzin. SSR

(1980), No. 2, 289{291.

14. T. A. Chanturia, On oscillation of all solutions of linear di�erential

equations of odd order. (Russian) Mat. Zametki (1980), No. 4, 565{570.

15. T. A. Chanturia, On oscillation of solutions of higher order linear

di�erential equations. (Russian) Reports Seminar. I. N. Vekua Inst. Appl.

Math. (1982), 1{72.

16. T. A. Chanturia, On speci�c criteria of oscillation of solutions of

linear di�erential equations with a delayed argument. (Russian) Ukra

�

in.

Mat. Z. (1986), No. 5, 662{665.



172

17. T.A. Chanturia, On positive decreasing solutions of nonlinear dif-

ferential equations with a delayed argument. (Russian) Di�erentsial'nye

Uravneniya (1988), No. 6, 993{999.

18. W.A. Coppell, Stability and asymptotic behaviour of di�erential

equations. Heat and Co., Boston, 1965.

19. Yu.I. Domshlak, Sturm type comparison theorems of for �rst and sec-

ond order di�erential equations with a skew symmetric deviating argument.

(Russian) Ukra

�

in. Mat. Z. (1982), No. 2, 158{163.

20. M. E. Draklin, On oscillatory properties of certain functional di�er-

ential equations. (Russian) Di�erentsial'nye Uravneniya, (1986), No. 3,

396-402.

21. R. Edwards, Functional analysis. (Russian) Mir, Moscow 1969.

22. W. B. Fite, Concerning the zeros of the solutions of certain di�erential

equations. Trans. Amer. Math. Soc. (1918), No. 4, 341{352.

23. H. Gollwitser, On nonlinear oscillations for a second order delay

equation. J. Math. Anal. Appl. (1969), No. 2, 385{389.

24. S. R. Grace, Oscillatory and asymptotic behaviour of damped func-

tional di�erential equations. Math. Nachr. (1989), 297{305.

25. S. R. Grace and B. S. Lalli, Oscillation theorems for damped-forced

n-th order nonlinear di�erential equations with deviating arguments. J.

Math. Anal. Appl. (1988), 54{65.

26. M. K. Gramatikopoulos, Oscillatory and asymptotic behavior of dif-

ferential equations with deviating arguments. Hiroshima Math. J. (1976),

No. 1, 31{53.

27. I. Gyori, Oscillation conditions in scalar linear delay di�erential

equations. Bull. Austral. Math. Soc. (1986), No. 1, 1{9.

28. D. V. Izyumova, On oscillation and nonoscillation conditions of so-

lutions of second order nonlinear di�erential equations. (Russian) Di�er-

entsial'nye Uravneniya (1966), No. 12, 1572{1586.

29. D. V. Izyumova and R. G. Koplatadze, On scillatory and Kneser-

type solutions of higher order delay di�erential equations. Bull. Acad. Sci.

Georgia (Soopshch. Akad. Nauk Gruzii) (1993), No. 2, 169{171.

30. A. G. Kartsatos, On n-th order di�erential inequalities. J. Math.

Anal. Appl. (1975), No. 1, 1{9.

31. I. T. Kiguradze, On oscillation of solutions of some ordinary di�er-

ential equations. (Russian) Dokl. Akad. Nauk SSSR (1962), No. 1,

33{36.

32. I. T. Kiguradze, On oscillation of solutions of the equation d

m

u=dt

m

+

a(t)juj

n

signu = 0. (Russian) Mat. Sb. (1964) (107), No. 2, 172{187.

33. I. T. Kiguradze, On oscillation of solutions of nonlinear ordinary dif-

ferential equations. (Russian) I, II. Di�erentsial'nye Uravneniya (1974),

No. 8, 1387{1399; (1974), No. 9, 1986{1594.

34. I. T. Kiguradze, Some singular boundary value problems for ordinary

di�erential equations. (Russian) Tbilisi State University Press, Tbilisi 1975.



173

35. I. T. Kiguradze and T. A. Chanturia, Asymptotic properties of solu-

tions of nonautonomous ordinary di�erential equations. (Russian) Nauka,

Moscow, 1990.

36. I. T. Kiguradze and T. A. Chanturia, Asymptotic properties of solu-

tions of nonautonomous ordinary di�erential equations. Kluwer Academic

Publishers, Dodrecht, Boston, London, 1993.

37. I. T. Kiguradze, On the oscillatory and monotone solutions of ordi-

nary di�erential equations. Arch. Mat. (Brno) (1978), 21{44.

38. A. Kneser, Untersuchungen �uber die reelen Nullstellen der Integrale

linearer Di�erentailgleichungen. Math. Ann. (1893), 409{435.

39. V. A. Kondrat'ev, On oscillation of solutions of third and fourth

order linear equations. (Russian) Trudy Moskov. Mat. Obshch. (1959),

259{282.

40. V. A. Kondrat'ev, On scillation of of solutions of the equation y

(n)

+

p(x)y = 0. (Russian) Trudy Moskov. Mat. Obshch. (1961), 419{436.

41. R. G. Koplatadze, A note on oscillation of solutions of second order

di�erential equations with a delayed argument. (Russian) Mat.

�

Casop.

(1972), No. 3, 253{261.

42. R. G. Koplatadze, On oscillation of solution of �rst order nonlinear

di�erential equations with a delayed argument. (Russian) Soobshch. Akad.

Nauk Gruzin SSR (1973), No. 1, 17{20.

43. R. G. Koplatadze, On the existence of oscillatory solutions of second

order nonlinear di�erential equations with a delayed argument. (Rusian)

Dokl. Akad. Nauk SSSR (1973), No. 2, 260{262.

44. R.G. Koplatadze, On oscillatory solutions of second order delay dif-

ferential inequalities. J. Math. Anal. Appl. (1973), No. 1, 148{157.

45. R. G. Koplatadze, A note on oscillation of solutions of higher order

di�erential inequalities and equations with a delayed argument. (Russian)

Di�erentsial'nye Uravneniya (1974), No. 8, 1400{1405.

46. R. G. Koplatadze, On oscillation of solutions of second order di�er-

ential inequalities and equations with a delayed argument. (Russian) Math.

Balkanica (1975), No. 5, 168{172.

47. R. G. Koplatadze, On oscillation of solutions of one n-th order dif-

ferential inequality with a delayed argument. (Russian) Ukrain. Mat. Z.

(1976), No. 2, 233{237.

48. R. G. Koplatadze, On some properties of solutions of nonlinear

di�erential inequalities and equations with a delayed argument. (Russian)

Di�erentsial'nye Uravneniya (1976), No. 11, 1971{1984.

49. R. G. Koplatadze, On oscillatory solutions of higher order di�erential

inequalities and equations with a delayed argument. (Russian) Soobshch.

Akad. Nauk Gruzian. SSR (1978), No. 1, 37{39.

50. R. G. Koplatadze and T. A. Chanturia, On oscillatory properties

of di�erential equations with a deviating argument. (Russian) Tbilisi State

University Press, Tbilisi, 1977.



174

51. R. G. Koplatadze, On the bounded solutions of second order nonlin-

ear di�erential equations with a delayed argument. (Russian) In: Asymp-

totic behaviour of solutions of functional di�erential equations, Kiev, 1978,

78{82.

52. R. G. Koplatadze, On monotone solutions of �rst order nonlinear

di�erential equations with a delayed argument. (Russian) Trudy Inst. Prikl.

Mat. I. N. Vekua (1980), 24{28.

53. R. G. Koplatadze, On asymptotic behaviour of solutions of second

order linear di�erential equations with a delayed argument. (Russian) Dif-

ferentsial'nye Uravneniya (1980), No. 11, 1963{1966.

54. R. G. Koplatadze and T. A. Chanturia, On oscillating and monotone

solutions of �rst order di�erential equations with a deviating argument.

(Russian) Di�erentsial'nye Uravneniya (1982), No. 8, 1463{1465.

55. R. G. Koplatadze, On zeros of solutions of �rst order equations with a

delayed argument. (Russian) Trudy Inst. Prikl. Mat. I. N. Vekua (1983),

128{134.

56. R. G. Koplatadze, To the question of oscillation of solutions of higher

order di�erential equations with delay. (Russian) Dokl. Rasshir. Zased.

Sem. Inst. Prikl. Mat. I. N. Vekua (1985), No. 9, 65{69.

57. R. G. Koplatadze, Oscillation criteria of solutions of second order

di�erential inequalities with a delayed argument. (Russian) Trudy Inst.

Prikl. Mat. I. N. Vekua (1986), 104{120.

58. R. G. Koplatadze, Integral criteria of oscillation of solutions of second

order di�erential inequalities with a delayed argument. (Russian) Soobshch.

Akad. Nauk Gruzin. SSR (1985), No. 2, 245{247.

59. R. G. Koplatadze, On oscillation conditions of solutions of n-th order

di�erential equations with a delayed argument. (Russian) Soobshch. Akad.

Nauk Gruzin. SSR (1986), No. 1, 33{35.

60. R. G. Koplatadze, Integral criteria of oscillation of solutions of n-

th order di�erential inequalities and equations with a delayed argument.

(Russian) Trudy Inst. Prikl. Mat. I. N. Vekua (1987), 110{134.

61. R. G. Koplatadze, On asymptotic behaviour of solutions of n-th order

di�erential equations with a delay. (Russian) Dokl. Rasshir. Zased. Sem.

Inst. Prikl. Mat. I. N. Vekua (1988), No. 3, 65{69.

62. R. G. Koplatadze, On oscillatory properties of n-th order di�erential

equations with a delayed argument. (Russian) Uspekhi Mat. Nauk (1986),

No. 4, 1399.

63. R. G. Koplatadze, On di�erential equations with a delayed argu-

ment having properties and . (Russian) Di�erentsial'nye Uravneniya

(1989), No. 11, 1897{1909.

64. R. G. Koplatadze, On oscillation of solutions of n-th di�erential equa-

tions with a deviating argument. (Russian) Dii�erentsial'nye Uravneniya

(1989), No. 12, 2184.

65. R. G. Koplatadze, On monotone and oscillatory solutions of n-th

order di�erential equations with a delayed argument. (Russian) Math. Bo-



175

hem. (1991), No. 3, 296{308.

66. R. G. Koplatadze, The speci�c properties of solutions of di�erential

equations with a deviating argument. (Russian) Ukra

�

in. Mat. Z. (1991),

No. 1, 60{67.

67. R. G. Koplatadze, On monotonically increasing and oscillatory solu-

tions of di�erential equations with a deviating argument. (Russian) Soob-

shch. Akad. Nauk Gruzin. SSR (1990), No. 1, 41-44.

68. R. G. Koplatadze, On Kneser solutions of n-th order di�erential

equations with a delayed argument. (Russian) Dokl. Rasshir. Zased. Sem.

Inst. Prikl. Mat. I. N. Vekua (1990), No. 3, 89{93.

69. R. G. Koplatadze, On monotone and oscillatory solution of higher

order retarded ordinary di�erential equations. Reports Enlarged Sessions

Sem. I. N. Vekua Inst. Appl. Math. (1992), No. 3, 57{59.

70. R. G. Koplatadze and G. G. Kvinikadze, On the oscillation of solu-

tions of �rst order delay di�erential inequalities and equations. Georgian

Math. J. (1994), No. 6, 675{685.

71. R. G. Koplatadze, On asymptotic behaviour of solutions of functional

di�erential equations. Tatra Mountains Math. Publ. (1994), 143-146.

72. R. G. Koplatadze, On oscillatory properties of solutions of functional-

di�erential equations. (Russian) Dokl. Akad. Nauk of Rossia, (1995),

No.4, 473-475.

73. T. Kusano, Oscillatory behavior of solutions of higher order retarded

di�erential equations. In. Proc. Carath�eodory Symposium (September

1973, Athens), Greek Mathematical Society, (1974), 370{389.

74. T. Kusano, H. Onose, Oscillatory and asymptotic behavior of sub-

linear retarded di�erential equations. Hiroshima Math. J. (1974), No. 2,

343{353.

75. T. Kusano, H. Onose, On the oscillation of solutions of nonlinear

functional di�erential equations. Hiroshima Math. J. (1976), No. 3, 635{

645.

76. M. R. Kulenovi�c, G. Ladas and A. Meimaridou, Oscillation of non-

linear delay di�erential equations. Quart. Appl. Math. (1987), 155{164.

77. S. M. Labovski, On di�erential inequalities for an equation with a

delayed argument. (Russian) Trudy MIKHM-a (1975), 40{45.

78. G. Ladas, G. Ladde and J. S. Papadakis, Oscilllations of functional

di�erential equations generated by delays. J. Di�erential Equations (1972),

No. 2, 385{395.

79. G. Ladas, V. Lakshmikantham and J. S. Papadakis, Oscilla-

tions of higher-order retarded di�erential equations generated by the re-

tarded argument In: Delay and Functional Di�erential Equations and their

Applications. Academic Press, New York, 1972, 219{231.

80. G. Ladas and V. Lakshmikantham, Oscillations caused by retarded

actions. Appl. Anal. (1974), No. 1, 9{15.

81. L. Li�cko and M.

�

Svec, Le caract�ere oscillatoire des solutions de

l'equation y

(n)

+ f(x)y

�

= 0, n > 1. Czechoslovak Math. J. (1963),



176

No. 4, 481{491.

82. P. Maru�siak, Oscillation of solutions of nonlinear delay di�erential

equations. Mat.

�

Casop. (1974), No. 4, 371{380.

83. P. Maru�siak, Oscillation of solutions of delay di�erential equations.

Czechoslovak. Math. J. (1974), (99), 284{291.

84. J. Mikusinski, On Fite's oscillation theorems.Colloq. Math. (1951),

No. 1, 34{39.

85. G. A. Mitropolski and V. N. Shevelo, On the development of the

oscillation theory of solutions of di�erential equations with the retarded

argument. (Russian) Ukra

�

in. Mat. Z. (1977), No. 3, 513{523.

86. A. D. Myshkis, Linear di�erential equations with the delayed argu-

ment. (Russian) Nauka, Moscow, 1972.

87. V. A. Nadareishvili, On oscillatory and monotone solutions of �rst or-

der di�erential equations with a delayed argument. (Russian) Dokl. Rasshir.

Zased. sem. Inst. Prikl. mat. I. N. Vekua (1985), No. 3, 111{115.

88. V. A. Nadareishvili, On the existence of monotone solutions of higher

order di�erential equations with a deviating argument. (Russian) Trudy

Inst. Prikl. Mat.I. N. Vekua (1987), 180{193.

89. M. Naito, Oscillations of di�erential inequalities with retarded argu-

ments. Hiroshima Math. J. (1975), No. 2, 187{192.

90. F. Neuman, Global properties of linear ordinary di�erential equa-

tions, Academia, Praha, 1991.

91. S. B. Norkin, Second order di�erential equations with a delayed

argument. (Russian) Nauka, Moscow, 1965.

92. H. Onose, Oscillations and asymptotic behaviour of solutions of

retarded di�erential equations of arbitrary order. Hiroshima Math. J.

(1973), No. 2, 333{360.

93. H. Onose, A comparison theorem and the forced oscillation. Bull.

Austral. Math. Soc. (1975), No. 1, 13{19.

94. M. R�ab, Kriterien f�ur die Oszillation der L�osungen der Di�eren-

tialgleichung [p(x)y

0

]

0

+ q(x)y = 0.

�

Casop. P�est. Mat. (1959), No. 3,

335{370.

95. Y. G. S�cas and V. A. Staikos, Oscillations of retarded di�erential

equations. Part 1, Proc. Cambridge Philos. Soc. (1974), 95{101.

96. Y. G. S�cas and V. A. Staikos, Oscillations of di�erential equations

with retardations. Hiroshima Math. J. (1974), No. 1, 1{8.

97. Y. G. S�cas and V. A. Staikos, The e�ect of retarded actions on

nonlinear oscillations. Proc. Amer. Math. Soc. (1974), No. 2, 259{264.

98. V. N. Shevelo and N. V. Varekh, On the oscillation of solutions of

higher order linear di�erential equations with a delayed argument. (Rus-

sian) Ukra

�

in. Mat. Z. (1972), No. 4, 513{520.

99. V. N. Shevelo and N. V. Varekh, On some properties of solutions

of di�erential equations with a delay. Ukra

�

in. Mat. Z. (1972), No. 6,

807{813.



177

100. V. N. Shevelo and O. N. Odarich, Some questios of the oscillation

(nonoscillation) theory of solutions of second order di�erential equations

with a delayed argument. (Russian) Ukra

�

in. Mat. Z. (1971), No. 4,

508{516.

101. V. N. Shevelo, Oscillation of solutions of di�erential equations with

a delayed argument (Russian). Naukova Dumka, Kiev, 1978.

102. A. L. Skubachevski��, On oscillating solutions a second order linear

homogeneous di�erential equation with a delayed argument. (Russian) Dif-

ferentsial'nye Uravneniya (1975), No. 3, 462{469.

103. J. Werbowski, On oscillation criteria for di�erential equations with

a retarded argument. Fasc. Math. (1973), No. 7, 11{19.

104. J. Werbowski, Oscillations of di�erential equations generated by

advanced arguments. Funkcial. Ekvac. (1987), 69{79.

105. J. Werbowski, Oscillations of advanced di�erential inequalities. J.

Math. Anal. and Appl. (1989), 193{206.

106. B. G. Zhang, On oscillation of di�erential inequalities and equations

with deviating argument. Ann. Di�erential Equations (1985), No. 2, 209{

218.

107. B. G. Zhang, A survey of the oscillation of solutions to �rst order dif-

ferential equations with deviating arguments. Ann. Di�erential Equations,

(1986), No. 1, 65{86.

(Received 2.09.1994)

Author's address:

I. Vekua Institute of Applied Mathematics

Tbilisi State University

2, University St., Tbilisi 380043

Republic of Georgia



178

On Oscillatory Properties Of Solutions Of

Functional Differential Equations : : : : : : : : : : : : : : : : : : : : : 1

Preface : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3

0.1. Subject of Investigation and a Brief Survey

of the Obtained Results : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :3

0.2. Basic Notation : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :6

Chapter I. Essentially Nonlinear Equations With

Properties A and B

x1. Some Auxiliary Statements : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 7

1.1. On Some Classes of Nonoscillatory Functions : : : : : : : : : : : : 7

1.2. On Some Classes of Mappings from

C(R

+

;R) into L

loc

(R

+

;R) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10

x2. Comparison Theorems : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14

2.1. Minorant Case : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14

2.2. Superposition Case : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18

x3. Su�cient Conditions : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :23

3.1. Ine�ective Su�cient Conditions : : : : : : : : : : : : : : : : : : : : : : : : :23

3.2. E�ective Su�cient Conditions : : : : : : : : : : : : : : : : : : : : : : : : : : 29

x4. Necessary and Su�cient Conditions : : : : : : : : : : : : : : : : : : : : : : : : : : : 40

Chapter II. Properties A And B Of Equations With

A Linear Minorant

x5. Linear Di�erential Inequalities with

a Deviating Argument : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 46

5.1. Auxiliary Lemmas : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :46

5.2. On Solutions of Di�erential Inequalities : : : : : : : : : : : : : : : : :51

x6. Linear Di�erential Inequalities with a Deviating

Argument and Property ( ) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :64

6.1. Equations with Property : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 64

6.2. Equations with Property : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 70

x7. Equations with a Linear Minorant Having Properties

and : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :74

7.1. Some Auxiliary Lemmas : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :74

7.2. Functional Di�erential Equations with a Linear

Minorant Having Properties A and B : : : : : : : : : : : : : : : : : : : 79

7.3. Su�cient Conditions for the Existence

of a Nonoscillatory Solution : : : : : : : : : : : : : : : : : : : : : : : : : : : : 89

Chapter III. On Kneser-type Solutions

x8. Some Auxiliary Statements : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 92

x9. On the Existence of Kneser-type Solutions : : : : : : : : : : : : : : : : : : : : 98

9.1. Functional Di�erential Equations with Linear Minorant : 98



179

9.2. Linear Inequalities with Deviated Arguments : : : : : : : : : : 114

9.3. Nonlinear Equations : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :118

Chapter IV. Monotonically Increasing Solutions

x10. Auxiliary Statements : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 121

x11. On Monotonically Increasing Solutions : : : : : : : : : : : : : : : : : : : : : : :128

11.1. Equations with a Linear Minorant : : : : : : : : : : : : : : : : : : : : : 128

11.2. Di�erential Inequalities with Deviating Arguments : : : : : 138

11.3. Nonlinear Equations : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :142

Chapter V. Specific Properties Of Functional

differential equations

x12. Equations with Property

e

: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 144

12.1. Nonlinear Equations : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :144

12.2. Equations with a Linear Minorant : : : : : : : : : : : : : : : : : : : : : 145

x13. Equations with the Property

e

: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 149

13.1. Nonlinear Equations : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :149

13.2. Equations with a Linear Minorant : : : : : : : : : : : : : : : : : : : : : 150

x14. Oscillatory Equations with a Linear Minorant : : : : : : : : : : : : : : : :152

14.1. Equations with a Linear Minorant : : : : : : : : : : : : : : : : : : : : : 152

14.2. Equations of the Emden-Fowler Type : : : : : : : : : : : : : : : : : :153

x15. Existence of an Oscillatory Solution : : : : : : : : : : : : : : : : : : : : : : : : : :154

15.1. Existence of a Proper Solution : : : : : : : : : : : : : : : : : : : : : : : : :154

15.2. Existence of a Monotonically Increasing Solution : : : : : : :155

15.3. Existence of a Proper Oscillatory Solution : : : : : : : : : : : : : 157

Chapter VI. Second Order Delay Equations

x16. On a Singular Boundary Value Problem : : : : : : : : : : : : : : : : : : : : : 158

x17. Existence of Bounded Solutions : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 165

References : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 171


