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Let A(t) be an n� n matrix of real-valued 
ontinuous and bounded fun
tions of real

variable t on the non-negative half-line. Consider the linear systems

Dx = A(t)x; t � 0; D = d=dt: (1

A

)

It is well known that if A is a Lappo-Danulevski�� matrix, i.e. there exists s � 0 su
h that

for all t � 0

A(t)

Z

t

s

A(u)du =

Z

t

s

A(u)duA(t); (2)

then a fundamental solution matrix X

s

(t) of (1

A

) (X

s

(s) = E; E is the identity matrix)


an be represented as

X

s

(t) = exp

Z

t

s

A(u)du: (3)

This simple representation of the fundamental solution matrix does explain the fa
t

that the 
lass of Lappo-Danulevski�� systems is one of the main and interesting 
lass of

linear systems. In this paper we 
onsider a problem of redu
ibility of (1

A

) to the Lappo-

Danulevski�� system and to the system (1

B

) with fun
tional 
ommutative matrix B, where

for all s � 0 and t � 0

B(t)B(s) � B(s)B(t) = [B(t); B(s)℄ = 0: (4)

(The symbol [:; :℄ is used to indi
ate the Lie bra
kets throughout this paper). It is obvious

that system (1

B

) with fun
tional 
ommutative matrix B is a spe
ial 
ase of the Lappo-

Danulevski�� system.

Note that 
ondition (2) is suÆ
ient but not ne
essary to represent fundamental solu-

tion matrix in the form (3) (see [1℄,[2℄). To verify this fa
t it is suÆ
ient to 
onsider the

system (1

A

) with the matrix A(t) = (a

ij

(t)), i; j = 1; 2; where a

11

(t) = a

33

(t) = ��a(t);

a

31

(t) = �a

13

(t) = �a(t), a

21

(t) = b(t), a

12

(t) = a

22

(t) = a

32

(t) = a

23

(t) = 0; �� i� are

roots of the equation exp z � z � 1 = 0; a and b are in�nitely di�erentiable non-analyti


fun
tions su
h that

Z

s

0

a(u)du = 1; a(t) = 0 for t � s > 0;

b(t) =

(

0; t 2 [0; s[;

b

k

(t) 6� 0; t 2 [t

2k

; t

2k+1

[;

0 t 2 [t

2k+1

; t

2k+2

[; k = 0; 1; :::;

((t

k

) is an arbitrary sequen
e of positive numbers su
h that t

k+1

> t

k

and t

k

! +1 as

k! +1:) In this 
ase the fundamental solution matrixX

0

(t) of (1

A

) may be represented
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as (3) with s = 0 but [A(t);

R

t

0

A(u)du℄ 6� 0; i.e. A(t) is not a Lappo-Danulevski�� matrix.

However (4) is the ne
essary and suÆ
ient 
ondition (see [3℄) to represent Cau
hy's matrix

of (1

B

) as K(t; s) = exp

R

t

s

B(u)du:

It is well known (see, e.g., [4, p. 274℄) that any system (1

A

) is an almost redu
ible to

some diagonal system. It is trivial that any diagonal matrix is a fun
tional 
ommutative

matrix. Unfortunately, quite di�erent is the 
ase of linear systems under Lyapunov

transformations.

A linear transformation x = L(t)y is a Lyapunov transformation if L(t) is a Lyapunov

matrix, i.e.

maxfsup

t�0

kL(t)k; sup

t�0

kL

�1

(t)k; sup

t�0

kDL(t)kg < +1:

We follow Yu.S.Bogdanov (see [5℄) and say that linear system (1

A

) is asymptoti
ally

equivalent to (1

B

) if there exist a Lyapunov transformation redu
ing (1

A

) to (1

B

).

Theorem 1. There exists a linear system whi
h is not asymptoti
ally equivalent to

any system with fun
tional 
ommutative matrix of 
oeÆ
ients.

Theorem 2. There exists a linear system whi
h is not asymptoti
ally equivalent to

any Lappo-Danulevski�� system.

To prove Theorem 1 and Theorem 2 it is suÆ
ient (see [6,7℄) to 
onsider the sys-

tem (1

A

) with A(t) = diagfA

0

(t); A

1

(t)g; where A

0

(t) = (a

ij

(t)); i; j = 1; 2; a

11

(t) =

a

21

(t) � 0; a

12

(t) = 1; a

22

(t) = (t+ 1)

�1

; A

1

(t) is the (n� 2)� (n� 2) identity matrix,

and to use the following lemmas whi
h des
ribe the stru
ture and the zero distribution

for the integrals of the Lappo-Danulevski�� matri
es.

Lemma 1. Let the s
alar fun
tions ';  be 
ontinuous on the half-interval [a; 
[;

a < 
 � +1; and

R

t

a

 (u)du 6= 0; 8 t 2℄b; 
[; for some b, a � b < 
: If

'(t)

Z

t

a

 (u)du =  (t)

Z

t

a

'(u)du; 8 t 2 [a; 
[;

then there exists Æ su
h that '(t) = Æ (t); 8 t 2 [b; 
[:

Lemma 2. Let the s
alar fun
tions ';  be 
ontinuous on [a; +1[ and

'(t)

Z

t

a

 (u)du =  (t)

Z

t

a

'(u)du; 8 t � a:

If supA = supB = +1; where A = f� � a j

R

�

a

'(u)du = 0g and B = f� �

a j

R

�

a

 (u)du = 0g; then supfA

T

Bg = +1.

However, the system mentioned above is a regular system and it 
an be redu
ed

(Basov-Grobman-Bogdanov's 
riterion, [8, p. 77℄) to the system with fun
tional 
ommu-

tative 
oeÆ
ients by generalized Lyapunov transformation x = L(t)y with the matrix L

su
h that

lim

t!+1

t

�1

ln kL(t)k = lim

t!+1

t

�1

ln kL

�1

(t)k = 0:

But even if we expand the set of transformations up to the set of generalized Lyapunov's

transformations there are statements whi
h are similar to Theorem 1 and Theorem 2.

Theorem 3. There exists a linear system whi
h is not generalized asymptoti
ally

equivalent to any system with fun
tional 
ommutative matrix of 
oeÆ
ients.

Theorem 4. There exists a linear system whi
h is not generalized asymptoti
ally

equivalent to any Lappo-Danulevski�� system.

The proofs of these theorems are based on Lemma 1, Lemma 2 and on the following

lemmas.

Lemma 3. Let the s
alar fun
tions '

i

; i = 1; 2; 3; be 
ontinuous on [a; +1[ and

'

i

(t)

Z

t

a

'

j

(u)du = '

j

(t)

Z

t

a

'

i

(u)du; 8 t � a; 8 i; j = 1; 2; 3; i 6= j:
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If supA

1

= supA

2

= supA

3

= +1; then supfA

1

T

A

2

T

A

3

g = +1, where A

i

=

f� � a j

R

�

a

'

i

(u)du = 0g; i = 1; 2; 3:

Lemma 4. If L(t) is a generalized Lyapunov matrix, then

lim

t!+1

t

�1

ln k detL(t)k = lim

t!+1

t

�1

ln k detL

�1

(t)k = 0:

Lemma 5. If f(t) = 2 + sin (� ln t) + � 
os (� ln t); where � > 0, then

lim

t!+1

Z

t

s

(exp

Z

�

s

f(�)d�)d� � 3 exp (�2�=�):

To prove Theorem 3 and Theorem 4 it is suÆ
ient to 
onsider the system (1

A

) with

A(t) = (a

ij

(t)), i; j = 1; 2; a

12

(t) = 1; a

21

(t) = 0; a

22

(t)� a

11

(t) = 2+ sin (� ln(t + 1)) +

� 
os (� ln(t+ 1)), where � > 0; 3 exp (�2�=�) > 2. In this 
ase (1

A

) is generalized

asymptoti
ally equivalent neither to a system with fun
tional 
ommutative matrix of


oeÆ
ients nor to a Lappo-Danulevski�� system.
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