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1. Introduction

The phenomenon of piezoelectricity discovered by brothers Jacques and

Pierre Curie (1880) forms the basis of the theory of electroelasticity. The

piezoelectric e�ect consists in the fact that under deformation of some crys-

tals there appear on their surfaces electric charges depending on the defor-

mation magnitude. The reverse e�ect { generation of stresses in crystals

due to the action of an electric �eld { has also been found out (J. Curie, P.

Curie, H. G. Lippmann, 1881).

At present, the phenomenon of piezoelectricity is of great importance. It

is used in electromechanical transducers transforming mechanical energy to

electric one, and vice versa, in radioelectronics, electroacoustics, instrument-

making and measuring equipment.

W. Voigt [1] was the �rst who constructed a mathematical model of the

elastic medium taking linear interaction of electric and mechanical �elds into

account. In their works, R. Toupin [2,3], R. Mindlin [4,5,6], W. Nowacki

[7], S. Kaliski and J. Petikiewicz [8], and A. Ulitko [9] suggested new, more

re�ned models (for details, see [7], [9] and [10]).

An elastic medium with piezoelectric e�ect is referred to as electroelastic

medium, while a mathematical model of this medium taking interaction of

electric �elds into account is called the theory of electroelasticity.

Despite a great number of works on electroelasticity which have appeared

in the last years, not many strict mathematical results are available. These

works deal mainly with the problems of statics and oscillations, but little

attention is given to the dynamic problems.

The present paper is devoted to this very matter. We investigate dy-

namic problems for a homogeneous anisotropic electroelastic medium as

well as associated problems of pseudo-oscillations. In particular, existence

and uniqueness theorems are proved and asymptotic properties of solutions

are established. The investigation is performed by employing the Laplace

transform, the potential theory and the theory of singular integral equa-

tions. We stick mainly to the scheme used for investigation of dynamic

problems in the classical theory of elasticity [11]. Nevertheless, there ex-

ist intrinsic di�erences connected with the fact that the fourth equation of

the system of equations of dynamics of electroelasticity does not contain

time derivatives (in which case the system is sometimes called quasi-static).

This circumstance, when investigating the solvability of the problems of

pseudo-oscillation and dynamics, gives rise to complications and requires

some changes to be put in the proofs of the corresponding theorems, in

comparison with the classical theory of elasticity.

In this work, the use will be made of the following notation:

If x is an element of R

m

{ the m-dimensional real Euclidean space with

jxj = (

m

P

i=1

x

2

i

)

1=2

{ then B(x; r) = fy 2 R

m

; jx � yj < rg. The boundary of

a domain 
 � R

m

is denoted by @
. In particular, C(x; r) = @B(x; r).
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If � = (�

1

; �

2

; : : : ; �

m

), �

i

2 N [ f0; g, i = 1; : : : ;m, then j�j =

m

P

i=1

�

i

, �! = �

1

!�

2

! : : : �

m

!, and for � 2 R

m

, �

�

= �

�

1

1

�

�

2

2

: : : �

�

m

m

, @

�

�

=

@

j�j

@

�

�

1

1

@

�

2

�

2

:::@

�

m

�

m

.

For any set 
, we denote by C

k

(
) the space of continuous functions

with continuous on 
 derivatives up to the k-th order inclusive. Functions

of the class C

2

(
) \ C

1

(
) will be referred to as regular.

If k 2 N , 0 < � � 1, then C

k;�

(
) = ff 2 C

k

(
) : jf(x

1

) � f(x

2

)j �

Cjx

1

�x

2

j

�

; x

1

; x

2

2 
g is the H�older space in which we introduce the norm

kfk

(
;k;�)

=

k

X

j�j=0

sup

x2


j@

�

f(x)j+

+

X

j�j=k

sup

x

1

;x

2

2


jx

1

�x

2

j<1

�

j@

�

f(x

1

)� @

�

f(x

2

)j jx

1

� x

2

j

��

�

:

C

k

(
) is identi�ed with C

k;0

(
). By C

k;�

we denote the correspond-

ing class of Lyapunov surfaces [17]. And �nally, (�; �)




and k � k




denote

respectively the scalar product and the norm in the space L

2

(
).

2. Basic Problems of Dynamics

The basic equations of motion and of electric �eld in the classical elec-

troelasticity (the Voigt model [1]) have the form

@�

ij

@X

j

+ �x

i

= �

@

2

u

i

@t

2

; i = 1; 2; 3; (2.1)

@D

i

@x

i

= 0; (2.2)

where (�

ij

)

3�3

is the stress tensor, D = (D

1

; D

2

; D

3

) is the vector of electric

displacement (introduction), X = (X

1

; X

2

; X

3

) is the mass force and � is

the density of the medium. x = (x

1

; x

2

; x

3

) are the coordinates of the point

x and t is time. In the equations (2.1) and (2.2) as well as in what follows,

we will stick to the conventional agreement that summation is performed

with respect to the repeating indices.

The equations (2.1) and (2.2) are supplemented with the determining

relations

�

ij

= c

ijkl

s

kl

� e

kij

E

k

; i; j = 1; 2; 3; (2.3)

D

i

= e

ikl

s

kl

+ "

ik

E

k

; i = 1; 2; 3; (2.4)

where C

ijkl

, e

kij

and " are respectively elastic, piezo-electric and dielectric

constants. The strain tensor (s

kl

)

3�3

and the electric �eld vector E =
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(E

1

; E

2

; E

3

) are connected with the displacement vector u = (u

1

; u

2

; u

3

)

and the electric potential ' by the relation

s

ij

=

1

2

�

@u

i

@x

j

+

@u

j

@x

i

�

; E

k

= �

@'

@x

k

; i; j; k = 1; 2; 3: (2.5)

The coe�cients c

ijkl

, e

kij

, "

ik

satisfy the symmetry conditions

c

ijkl

= c

jikl

= c

klij

; e

kij

= e

kji

; "

ij

= "

ji

; i; j; k; l = 1; 2; 3; (2.6)

as well as the condition of positiveness of the internal energy

U =

1

2

c

ijkl

s

ij

s

kl

+

1

2

"

ij

E

i

E

j

> 0 for s

ij

s

ij

+E

i

E

i

6= 0:

Since s

ij

= s

ji

, this condition is equivalent to the conditions

8(�

ij

); (�

i

); �

ij

= �

ji

; 9c

0

> 0

c

ijkl

�

ij

�

kl

� c

0

�

ij

�

ij

; "

ij

�

i

�

j

� c

0

�

i

�

i

: (2.7)

Taking into account (2.3){(2.5), we obtain the dynamic equations of elec-

troelasticity with respect to the displacement and the electric potential

c

ijkl

@

2

u

k

@x

j

@x

l

+ e

kij

@

2

'

@x

k

@x

j

+ �X

i

= �

@

2

u

i

@t

2

; i = 1; 2; 3;

�e

jkl

@

2

u

k

@x

j

@x

l

+ "

jk

@

2

'

@x

j

@x

k

= 0; i = 1; 2; 3:

(2.8)

Let us formulate the boundary value problems which will be considered

in the sequel.

Denote by 


+

a �nite domain of R

3

, containing the point 0, with the

piecewise-smooth boundary S�@
, 


�

� R

3

n


+

. Let n(y)=(n

1

(y); n

2

(y);

n

3

(y)) be the unit normal to S at the point y, external with respect to 


+

.

Problem (1)

�

. In the cylinder 


�

�]0;+1[ , �nd a solution U � (u

1

; u

2

;

u

3

; ') = (u; ') of the system (2.8) belonging to the class C

2

(


�

�]0;+1[)\

C

1

(


�

\ [0;+1[), and satisfying the boundary condition

U(y; t) = f(y; t); y 2 S; t 2 [0;+1[; (2.9)

and the initial conditions

u(x; 0) =

(0)

u (x);

@u(x; 0)

@t

=

(1)

u (x); x 2 


�

; (2.10)

where X = (X

1

; X

2

; X

3

) are given vectors.

Problem (2)

�

. In the cylinder 


�

�]0;+1[ , �nd a solution U = (u

1

; u

2

;

u

3

; ') of the system (2.8) belonging to the class C

2

(


�

�]0;+1[)\C

1

(


�

�

[0;+1[) and satisfying the boundary conditions

n

j

(y)�

ij

(y; t) = f

i

(y; t); i = 1; 2; 3; (2.11)

n

i

(y)D

i

(y; t) = f

4

(y; t); y 2 S; t 2 [0;+1[; (2.12)
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and the initial conditions (2.10).

Remark. For the equation of electroelasticity (2.8), one can also consider

some other boundary value problems. In particular, the boundary condition

(2.11) can be replaced by one of the boundary conditions for the problems

of classical theory of elasticity [11] by adding as \an electric" boundary

condition either the condition (2.12) or

'(y; t) = f

4

(y; t); y 2 S; t 2 [0;+1[:

The investigation of these boundary value problems does not di�er from

that of Problems (1)

�

and (2)

�

. Some other boundary value problems are

quoted in [7] and [9].

3. Uniqueness Theorems for Dynamic Problems

Let U = (u

1

; u

2

; u

3

; ') be a solution of one of the internal homogeneous

dynamic problems under consideration. Thus it satis�es the equation on




+

�]0;1[

c

ijkl

@

2

u

k

@x

j

@x

l

+ e

kij

@

2

'

@x

k

@x

j

� �

@

2

u

i

@t

2

= 0; i = 1; 2; 3;

�e

jkl

@

2

u

k

@x

j

@x

l

+ "

jk

@

2

'

@x

j

@x

k

= 0; i = 1; 2; 3;

(2.8)

0

the initial conditions

u(x; 0) = 0;

@u

@t

(x; 0) = 0; (2.10)

0

and one of the two homogeneous boundary conditions on S � [0;+1[:

u(y; t) = 0; y 2 S; t 2 [0;+1[; (2.9)

0

or

n

j

(y)�

ij

(y; t) = 0; i = 1; 2; 3; (2.11)

0

n

i

(y)D

i

(y; t) = 0; y 2 S; t 2 [0;+1[: (2.12)

0

From (2.8)

0

it follows that

1

2

d

dt

Z




�

c

ijkl

@u

i

@x

j

�

@u

k

@x

l

+ "

ik

@'

@x

i

�

@'

@x

k

+ �

@u

k

@t

�

@u

k

@t

�

dx+

+

d

dt

Z




D

j

n

j

'dS =

Z

@


�

ij

@u

j

@t

n

i

dS +

Z

@


D

j

@'

dt

n

j

dS; (3.1)
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where 
 is an arbitrary domain such that 
 � 


+

. We integrate this

equality with respect to t from �

0

to � (0 < �

0

< �) and then pass to limit

as 
! 


+

. By virtue of the boundary conditions (2:9)

0

{(2:12)

0

, we obtain

Z




+

�

c

ijkl

@u

i

@x

j

�

@u

k

@x

l

+ "

ik

@'

@x

i

�

@'

@x

k

+ �

@u

k

@t

�

@u

k

@t

�

�

�

�

t=�

t=�

0

dx = 0: (3.2)

Pass in (3.2) to limit as �

0

! 0. Owing to the initial conditions (2:10)

0

,

lim

�

0

!0

Z




+

�

c

ijkl

@u

i

@x

j

�

@u

k

@x

l

+ "

ik

@'

@x

i

�

@'

@x

k

+ �

@u

k

@t

�

@u

k

@t

�

t=�

0

dx =

= lim

�

0

!0

Z




+

�

"

ik

@'

@x

i

�

@'

@x

k

�

t=�

0

dx = 0;

since from the second equation (2:8)

0

and the boundary conditions (2:9)

0

{

(2:12)

0

it follows

Z




+

�

"

ik

@'

@x

i

�

@'

@x

k

�

t=�

0

dx =

Z




+

�

e

ikl

@u

k

@x

l

�

@'

@x

i

�

t=�

0

dx:

Thus from (3.2) we have

Z




+

�

c

ijkl

@u

i

(x; t)

@x

j

�

@u

k

(x; t)

@x

l

+

+"

ik

@'(x; t)

@x

i

�

@'(x; t)

@x

k

+ �

@u

k

(x; t)

@t

�

@u

k

(x; t)

@t

�

dx = 0

for t > 0. This, due to the condition (2.7), yields

@u

k

(x; t)

@t

= 0;

@'(x; t)

@x

k

= 0; k = 1; 2; 3;

u(x; t) = u(x; 0) = 0; '(x; t) = c(t): (3.3)

In the case of Problem (1)

+

, we in addition have

'(x; t) = '(y; t) = 0; x 2 


+

; y 2 S:

Thus the following theorem is proved.

Theorem 3.1. Problem (1)

+

has a unique solution of the class C

2

(


+

�

]0;+1[) \ C

1

(


+

� [0;+1[). The solution of Problem (2)

+

of the class

C

2

(


+

�]0;+1[) \ C

1

(


+

� [0;+1[) is de�ned uniquely to within a sum-

mand of the form V (x; t) = (0; 0; 0; c(t)). In particular, if the condition

'(0; t) = 0; t 2 [0;+1[; (3.4)

is ful�lled, then Problem (2)

+

has a unique solution.
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In the sequel, the condition (3.4) is assumed to be ful�lled in the case of

Problem (2)

+

. From the physical viewpoint, this means that the values of

the electric potential ' are calculated with respect to the point x = 0.

Consider now the external Problems (1)

�

and (2)

�

. The proof for the

uniqueness of their solutions can be obtained in a standard way [12] { by

considering the formula (3.1) in the domain 


R

= 


�

\ B(0; R) and by

passing to limit as R !1. Moreover, we require of the solution to satisfy

certain conditions of decrease near the in�nity which would ensure tending

of the surface integrals

Z

@B(0;R)

�

ij

@u

j

@t

n

i

dS;

Z

@B(0;R)

D

j

@'

@t

n

j

dS

to zero. However, in the classical theory of elasticity, one can get rid of such

conditions. In particular, in their work [13] L. Wheeler and E. Sternberg

have proved uniqueness theorems for external dynamic problems without

imposing upon the solution the conditions of decreasing at in�nity. In the

proof, the use has been made of the fact that the rate of propagation of

mechanical perturbations in the elastic medium is �nite. The uniqueness

was proved similarly in [14].

Due to the \quasi-static" character of the equation of dynamics in elec-

troelasticity, it is impossible to get completely rid of such conditions. For

example, the vector V = (0; 0; 0; ') is obviously a solution of the homoge-

neous problem (2)

�

0

for any function �(x; t) = �(t), � 2 C

2

([0;1[). Nev-

ertheless, one can prove the following theorem in which the conditions of

displacement vector's decreasing at in�nity are omitted.

Theorem 3.2. Let U = (u

1

; u

2

; u

3

; ') be a solution of one of the external

homogeneous problems of dynamics of the class C

2

(


�

�]0;1[) \ C

1

(


�

�

[0;+1[) which on every interval [0; t

0

] satis�es the conditions

jxj j'(x; t)j � c; x 2 


�

;

lim

jxj!1

jxj

�

X

j�j=1

�

�

�

@'(x; t)

@x

�

�

�

�

+

�

�

�

@'(x; t)

@t

�

�

�

�

= 0

(3.5)

uniformly with respect to t. Then U = 0.

Proof. Introduce the notation

Z(r; a; �)�

�

(x; t) : x2B(0; r); t2 [0; � ]

	

[

n

(x; t) : x2B(0; r + a)nB(0; r);

0 � t �

r + a� jxj

a

�

o

;

Z

1

(r; a; �) �

n

(x; t) : x 2 B(0; r)nB(0; r � a); 0 � t �

jxj+ a� r

a

�

o

[

[

n

(x; t) : x 2 B(0; r + a)nB(0; r); 0 � t �

r + a� jxj

a

�

o

;
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M(r; a; �) � Z(r; a; �) \ (


�

� [0; � ]); 0 < a < r; 0 < � < t

0

:

Choose r so that @
 � B(0; r). From (2:8)

0

, it follows that

�

1

2

Z

M(r;a;�)

@

@t

�

�

@u

i

@t

�

@u

i

@t

+c

ijkl

@u

i

@x

j

�

@u

k

@x

l

�"

ik

@'

@x

i

�

@'

@x

k

+

+e

kij

@u

i

@x

j

�

@'

@x

k

�

dv +

+

Z

M(r;a;�)

@

@x

j

�

�

j

@u

i

@t

+D

j

@'

@t

�

dv = 0: (3.6)

Denote by n = (n

1

; n

2

; n

3

; n

4

) the external with respect toM(r; a; �) unit

normal to the manifold @M(r; a; �). Passing in (3.6) to surface integrals, we

have

�

1

2

Z

@M(r;a;�)

n

4

�

�

@u

i

@t

�

@u

i

@t

+c

ijkl

@u

i

@x

j

�

@u

k

@x

l

�"

ik

@'

@x

i

�

@'

@x

k

+2e

kij

@u

i

@x

j

�

@'

@x

k

�

dS+

+

Z

@M(r;a;�)

n

j

�

�

ij

@u

i

@t

+D

j

@'

@t

�

dS = 0: (3.7)

@M(r; a; �) can be represented as the union S




[ S

0

[ S

�

[ S

r;a

, where

S




= @
�[0; � ], S

0

= f(x; t) : x 2 B(0; r+a)\


�

; t = 0g, S

�

= f(x; t) : x 2

B(0; r) \ 


�

; t = �g, S

r;a

= f(x; t) : x 2 B(0; r + a)nB(0; r); t =

r+a�x

a

�g.

Calculating the external normal on every surface and substituting in

(3.7), we obtain

�I(S

�

) + I(S

0

)�

ma

�

I(S

r;a

) +

Z

S




n

j

(y)

�

�

ij

@u

i

@t

+D

j

@'

@t

�

dS +

+m

Z

S

r;a

y

j

jyj

�

�

ij

@u

i

@t

+D

j

@'

@t

�

dS = 0; (3.8)

where

I(S) =

1

2

Z

S

�

�

@u

i

@t

�

@u

i

@t

+ c

ijkl

@u

i

@x

j

�

@u

k

@x

l

� "

ik

@'

@x

i

�

@'

@x

k

+

+2e

kij

@u

i

@x

j

�

@'

@x

k

�

dS; m = �(�

2

+ a

2

)

�

1

2

:

It is not di�cult to prove that

I(S

�

) =

Z

@B(0;r)

(n

k

D

k

')(y; �)d

y

S +
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+

1

2

Z




�

\B(0;r)

�

�

@u

i

@t

�

@u

i

@t

+ c

ijkl

@u

i

@x

j

�

@u

k

@x

l

+ "

ik

@'

@x

i

�

@'

@x

k

�

(x; �)dx;

I(S

0

) = �

1

2

Z

@B(0;r+a)

"

ik

�

n

k

@'

@y

i

'

�

(y; 0)d

y

S;

Therefore from (3.8) we have

F (r; a; �) �

1

2

Z




�

\B(0;r)

�

�

@u

i

@t

�

@u

i

@t

+ c

ijkl

@u

i

@x

j

�

@u

k

@x

l

+

+"

ik

@'

@x

i

�

@'

@x

k

�

(x; �)dx +

Z

@B(0;r)

(n

k

D

k

')(y; �)d

y

S �

�

1

2

Z

@B(0;r)

�

"

ik

@'

@y

i

'n

k

�

(y; 0)d

y

S = 0; (3.9)

where

F (r; a; �) =

= m

Z

S

r;a

h

y

j

jyj

�

�

ij

@u

i

@t

+D

j

@'

@t

�

�

a

�

�

1

2

�

@u

i

@t

�

@u

i

@t

+

1

2

c

ijkl

@u

i

@x

j

�

@u

k

@x

l

�

�

1

2

"

ik

@'

@x

i

�

@'

@x

k

+ e

kij

@u

i

@x

j

�

@'

@x

k

�i

d

y

S:

Estimate the latter integral. Write the formula (3.6) in the domain

Z

1

(r; a; �). Repeating the foregoing reasoning, we obtain

F (r; a; �) � F (r;�a; �)� I

0

(r; a) = 0; (3.10)

where

S

r;�a

=

n

(x; t) : r � a � jxj � r; 0 � t �

jxj+ a� r

a

�

o

;

I

0

(r; a) =

1

2

Z

B(0;r+a)nB(0;r�a)

�

�

@u

i

@t

�

@u

i

@t

+ c

ijkl

@u

i

@x

j

�

@u

k

@x

l

� "

ik

@'

@x

i

�

@'

@x

k

+

+2e

kij

@u

i

@x

j

�

@'

@x

k

�

(x; 0)dx =

= �

1

2

Z

@B(0;r+a)[@B(0;r�a)

"

ik

n

i

�

@'

@x

i

'

�

(x; 0)dS;

Therefore, by (3.5),

lim

r!1

I

0

(r; a) = 0: (3.11)
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Introduce the notation

juj

(r;a;�)

=

�

Z

@Z

1

(r;a;�)

h

@u

i

@t

�

@u

i

@t

+

�

@u

i

@x

j

+

@u

j

@x

i

��

@u

i

@x

j

+

@u

j

@x

i

�i

dS

�

1=2

;

j'j

(r;a;�)

=

�

Z

@Z

1

(r;a;�)

h�

@'

@t

�

2

+

@'

@x

k

�

@'

@x

k

i

dS

�

1=2

:

The condition (3.5) yields

j'j

(r;a;�)

� c(r; a; �); lim

r!1

c(r; a; �) = 0: (3.12)

Estimate now juj

(r;a;�)

. From (3.10), owing to (2.7) and (2:10)

0

, we have

juj

2

(r;a;�)

� c

1

Z

S

r;a

[S

r;�a

h

�

@u

i

@t

�

@u

i

@t

+ c

ijkl

@u

i

@x

j

�

@u

k

@x

l

i

dS =

=

Z

S

r;a

[S

r;�a

h

"

ik

@'

@x

i

�

@'

@x

k

� 2e

kij

@u

i

@x

j

�

@'

@x

k

i

dS �

�

�

ma

Z

S

0

(r;a)

"

ik

@'

@x

i

�

@'

@x

k

dS +

+

2�

a

Z

S

r;a

[S

r;�a

x

j

jxj

�

c

ijkl

@u

k

@x

l

�

@u

i

@t

+ e

jkl

@u

k

@x

l

�

@'

@t

� "

jk

@'

@x

k

�

@'

@t

�

dS;

where

S

0

(r; a) = f(x; t) : r � a � jxj � r + a; t = 0g � @Z

1

(r; a; �):

Then for any � > 0,

juj

2

(r;a;�)

� c

2

�

1 +

1

�

+

�

ma

+

�

a

�

j'j

2

(r;a;�)

+ c

2

�

� +

�

a

�

juj

2

(r;a;�)

:

Choose � and a such that c

2

(�+

�

a

) <

1

2

for � � t. We have the estimate

juj

(r;a;�)

� c

3

(a; �)j'j

(r;a;�)

; (3.13)

where c

3

(a; �) is uniformly bounded on [0; t

0

] with respect to � .

From (3.12) and (3.13) it follows that

jF (r; a; �)j � c

4

(r; a; �); lim

r!1

c

4

(r; a; �) = 0: (3.14)

Let �(r; a; �) = r + a�

�

t

0

a, 0 � � � t

0

. Consider the integral

I(r; a; �)=

Z




�

\B(0;�(r;a;�))

�

�

@u

i

@t

�

@u

i

@t

+c

ijkl

@u

i

@x

j

�

@u

k

@x

l

+"

ik

@'

@x

i

�

@'

@x

k

�

(x; �)dx:
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Returning to (3.9) where r is replaced by �(r; a; �), we get

I(r; a; �) = 2F (�(r; a; �); a; �) + 2

Z

@B(0;�(r;a;�))

(n

k

D

k

')(x; �)d

x

S �

�

Z

@B(0;�(r;a;�))

�

"

ik

@'

@y

i

'n

k

�

(x; �)d

x

S:

By virtue of the above-proved estimates

jI(r; a; �)j � 2

Z

@B(0;�(r;a;�))

j(D

k

')(x; �)jd

x

S + c

5

(r; a; �);

lim

r!1

c

5

(r; a; �) = 0 (3.15)

and because of the equality

t

0

Z

0

Z

@B(0;�(r;a;�))

f(x; �)d

x

Sd� =

t

0

p

t

2

0

+ a

2

Z

S

r;a

f(x; �)dS;

we have

Z

Z(r;a;t

0

)

�

�

@u

i

@t

�

@u

i

@t

+ c

ijkl

@u

i

@x

j

�

@u

k

@x

l

+ "

ik

@'

@x

i

�

@'

@x

k

�

dxdt �

�

t

0

Z

0

I(r; a; �)d� �

t

0

p

t

2

0

+ a

2

Z

S

r;a

j(D

k

')(x; �)jdS + c

6

(r; a; t

0

) �

� c

7

�

juj

(r;a;t

0

)

+ j'j

(r;a;t

0

)

�n

Z

S

r;a

j'(x; �)j

2

dS

o

1=2

+ c

6

(r; a; t

0

):

Evidently,

Z

S

r;a

j'(x; �)j

2

dS � c

7

(a; t

0

); lim

r!1

c

6

(r; a; t

0

) = 0:

Therefore, passing to limit as r !1, we obtain

t

0

Z

0

Z




�

�

�

@u

i

@t

�

@u

i

@t

+ c

ijkl

@u

i

@x

j

�

@u

k

@x

l

+ "

ik

@'

@x

i

�

@'

@x

k

�

dxd� = 0:

The remainder of the proof of Theorem 3.2 is obvious. �



13

4. Reduction of the Boundary Value Problems of Dynamics to

the Problems of Pseudo-oscillation

To investigate dynamic problems of electroelasticity, we have to reduce

them by the Laplace transform to the corresponding problems of pseudo-

oscillation. We require of the data of the problem that the following condi-

tions be ful�lled:

X 2 c

7

(
� [0;+1[); j@

p

t

@

�

x

X(x; t)j � c(1 + jxj)

�2�q

e

�

0

t

;

x 2 
; p+ j�j � 7; q > 0; c > 0; �

0

> 0;

(4.1)

(k)

u 2 c

7

(
); j@

�

(k)

u (x)j � c(1 + jxj)

�2�q

; k = 0; 1;

j�j � 7; x 2 
;

(4.2)

k@

7

t

f(�; t)k

(S;1;�)

� ce

�

0

t

; j@

p

t

f(y; t)j � ce

�

0

t

;

p = 0; 1; : : : ; �; � > 0:

(4.3)

Here X; f;

(k)

u ; k = 1; 2, are the vectors appearing in (2.8){(2.10), 
 = 


+

for Problems (1)

+

and (2)

+

and 
 = 


�

for Problems (1)

�

and (2)

�

. In

what follows, we assume S = @
 2 C

2;


, 
 > �.

Note that for 
 = 


+

, by (2.2) we have

Z

S

n

i

(y)D

i

(y; t)d

y

S =

Z




+

@D

i

(x; t)

@x

i

dx = 0:

Therefore, in the case of Problem (2)

+

, we have to add the condition

Z

S

f

4

(y; t)d

y

S = 0: (4.4)

Determine now compatibility conditions for initial and boundary data.

Let

(r)

u = (

(r)

u

1

;

(r)

u

2

;

(r)

u

3

) be some functions,

(r)

u 2 C

2

(
) \ C

1

(
); j@

�

(r)

u (x)j � c(1 + jxj)

�2�q

;

for 
 = 


�

; q > 0; j�j � 2: (4.5)

Denote by '

(r;m)

, m = 1; 2, the solution of the following boundary value

problem:

"

ik

@

2

@x

i

@x

k

'

(r;m)

(x) = e

ijk

@

2

@x

i

@x

k

(r)

u

j

(x); x 2 
; (4.6)

'

(r;m)

(y) =

@

r

f

4

(y; 0)

@t

r

; y 2 S; for m = 1; (4.7)
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n

i

(y)"

ik

@'

(r;m)

@y

k

(y) = �

@

r

f

4

(y; 0)

@t

r

+ e

ijk

n

i

(y)

@

(r)

u

j

(y)

@y

k

;

y 2 S; for m = 2; (4.8)

'

(r;2)

(0) = 0; 
 = 


+

; (4.9)

lim

jxj!1

'

(r;m)

(x) = 0; m = 1; 2; 
 = 


�

: (4.10)

For m = 1, the function '

(r;q)

is a solution of the homogeneous Dirichlet

problem for the elliptic equation (4.6) (problem (4.6), (4.7) for 
 = 


+

and

problem (4.6), (4.7), (4.10) for 
 = 


�

). By virtue of (4.5), there exists

a unique solution of this problem, and therefore the functions '

(r;q)

are

de�ned correctly.

If m = 2, then '

(r;m)

is the solution of the Neumann problem for the

equation (4.6). For 
 = 


�

it also satis�es (4.10). Obviously, there exists

a unique suchlike solution belonging to C

2

(


�

) \ C

1

(


�

).

Consider �nally the case m = 2, 
 = 


+

. Then '

(r;q)

satis�es (4.6),

(4.8) and (4.9). In order to this problem to be solvable, it is necessary and

su�cient that the condition

Z




+

e

ijk

@

2

(r)

u

j

(x)

@x

i

@x

k

dx =

Z

S

�

e

ijk

n

i

(y)

@

(r)

u

j

(y)

@y

k

�

@

r

@t

r

f

4

(y; 0)

�

d

y

S

or

Z

S

@

r

f

4

(y; 0)

@t

r

d

y

S = 0; (4.11)

be ful�lled. The latter condition is satis�ed due to (4.4). Then the problem

(4.6), (4.8) has a solution de�ned to within the constant summand. If we

�x its value at the point 0 by means of (4.9), then '

(r;m)

is de�ned uniquely.

Remark. All the assertions regarding the problem (4.6){(4.10) can be

proved trivially by reducing the equation (4.6) to the Poisson equation.

De�ne now by induction the functions

(r)

u = (

(r)

u

1

;

(r)

u

2

;

(r)

u

3

) and '

(r;m)

for

Problems (m)

�

, m = 1; 2. The functions

(r)

u , r = 0; 1, are de�ned from the

initial conditions (2.10), and the remaining

(r)

u from the recurrent relation

(r+2)

u

i

=

1

�

�

c

ijkl

@

2

(r)

u

k

@x

j

@x

l

+ e

kij

@

2

'

(r;q)

@x

k

@x

j

�

+

@

r

X

i

(�; 0)

@t

r

: (4.12)

It is not di�cult to note that if U = (u; '), U(x; �) 2 C

7

([0;+1]), x 2 
,

@

r

t

U(�;t)

@t

r

2 C

2

(
) \ C

1

(
), t 2 [0;+1[, r = 0; 1; : : : ; 5, and U is a solution

of Problem (m)

�

, then

(r)

U = (

(r)

u ; '

(r;q)

) is the value of

@

r

U

@t

r

for t = 0.
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We require that the following compatibility conditions of boundary and

initial data for Problem (q)

�

be ful�lled:

(r)

u

i

(y) =

@

r

f

i

(y; 0)

@t

r

; '

(r;m)

(y) =

@

r

f

4

(y; 0)

@t

r

;

y 2 S; r = 0; 1; : : : ; 5; for m = 1;

�

(r)

ij

(y)n

j

(y) =

@

r

f

i

(y; 0)

@t

r

; D

(r)

k

(y)n

k

(y) =

@

r

f

4

(y; 0)

@t

r

;

(4.13)

y 2 S; r = 0; 1; : : : ; 5; for m = 2:

Here

�

(r)

ij

= c

ijkl

@

(r)

u

k

(y)

@y

l

+ e

kij

@'

(r;q)

@y

k

;

D

(r)

k

(y) = e

kij

@

(r)

u

i

@y

j

� "

kj

@'

(r;q)

(y)

@y

j

:

If Problem (m

�

) has a su�ciently smooth solution, then it obviously

satis�es the conditions (4.13).

Denote by V the function

V (x; t) = !(t)

5

X

r=0

t

r

r!

U(x); (4.14)

where w 2 C

1

(R), suppw � B(0; 2), w(t) = 1 for t 2 B(0; 1). If

(0)

U =

(

(0)

u ; '

(0)

), where

(0)

U = U � V and U is the solution of Problem (m)

�

, then

c

ijkl

@

2

(0)

u

k

@x

j

@x

l

+ e

kij

@

2

'

(0)

@x

k

@x

j

� �

@

2

(0)

u

i

@t

2

= X

(0)

i

; i = 1; 2; 3;

�e

jkl

@

2

(0)

u

k

@x

j

@x

l

+ "

ik

@

2

'

(0)

@x

i

@x

k

= 0;

(4.15)

where

X

(0)

i

= �

@

2

V

i

@t

2

� c

ijkl

@

2

V

k

@x

j

@x

l

� e

kij

@

2

V

4

@x

k

@x

j

�X

i

; i = 1; 2; 3:

Moreover,

(0)

u

i

(x; 0) = 0;

@

(0)

u

i

@t

(x; 0) = 0; '

(0)

(x; 0) = 0; x 2 


+

: (4.16)
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Let us prove the last equality in (4.16). It can be easily veri�ed that

'

(0;m)

is a solution of the problem

"

ij

@

2

'

(0;m)

@x

i

@x

j

= 0;

'

(0;m)

(y) = f

4

(y; 0); y 2 S; for m = 1;

n

i

(y)"

ij

@'

(0;m)

(y)

@y

j

= f

4

(y; 0); y 2 S; for m = 2;

lim

jxj!1

'

(0;m)

(x) = 0; for 
 = 


�

;

'

(0;m)

(0) = 0; 
 = 


+

; for m = 2:

The function '(�; 0) is a solution of the same problem. Since the problem

has a unique solution,

'

(0)

(x; 0) = '(x; 0) � '

(0;m)

(x) = 0:

Boundary conditions satis�ed by

(0)

U are of the form

(0)

u (y; t) = f

(0)

(y; t); y 2 S; t 2 [0;+1[; for m = 1; (4.17)

f

(0)

(y; t) = f(y; t)� V (y; t);

c

ijkl

n

j

(y)

@

(0)

u

k

(y; t)

@y

l

+ e

kij

n

j

(y)

@'

(0)

(y; t)

@y

k

= f

(0)

i

(y; t); i = 1; 2; 3;

�e

ikl

n

i

(y)

@

(0)

u

k

(y; t)

@y

l

+ "

ik

n

i

(y)

@'

(0)

(y; t)

@y

k

= f

(0)

4

(y; t);

(4.18)

y 2 S; m = 2;

f

(0)

i

(y; t) = f

i

(y; t)� c

ijkl

@V

k

(y; t)

@y

l

n

j

(y)� e

ikj

@V

4

(y; t)

@y

k

n

j

(y); i = 1; 2; 3;

f

(0)

4

(y; t) = f

4

(y; t) + e

ikj

n

i

(y)

@V

k

(y; t)

@y

j

� "

ik

n

i

(y)

@V

4

(y; t)

@y

k

:

Initial and boundary data of the problem (4.15){(4.18) satisfy the con-

ditions

@

r

X

(0)

i

(x; 0)

@t

r

= 0; r = 0; 1; 2; 3; i = 1; 2; 3; x 2 
;

@

r

f

(0)

(y; 0)

@t

r

= 0; r = 0; 1; : : : ; 5; y 2 S;

along with the same smoothness and decrease at in�nity conditions as X

i

and f do (see (4.1){(4.3)).
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Let C be the complex plane, �

0

> 0 and C

�

0

= f� 2 C : Re � > �

0

g.

Apply formally to the solution

(0)

U = (

(0)

u ; '

(0)

) of the problem (4.15){(4.18)

the Laplace transform on the set C

�

0

:

eu(x; �) =

1

Z

0

e

��t

(0)

u (x; t)dt:

Then

e

U will be the solution of the problem

c

ijkl

@

2

eu

k

(x; �)

@x

j

@x

l

+ e

kij

@

2

e'(x; �)

@x

k

@x

j

� ��

2

eu

i

(x; �) =

e

X

i

(x; �); i = 1; 2; 3;

�e

jkl

@

2

eu

k

(x; �)

@x

j

@x

l

+ "

ik

@

2

e'(x; �)

@x

i

@x

k

= 0; x 2 
; � 2 C

�

0

;

(4.19)

eu(y; �) =

e

f(y; �); y 2 S; � 2 C

�

0

; for m = 1; (4.20)

c

ijkl

@eu

k

(y; �)

@y

l

n

j

(y) + e

kij

@ e'(y; �)

@y

k

n

j

(y) =

e

f

i

(y; �); i = 1; 2; 3;

�e

ikl

@eu

k

(y; �)

@y

l

n

i

(y) + "

ik

@ e'(y; �)

@y

k

n

i

(y) =

e

f

4

(y; �); y 2 S;

(4.21)

e'(0; �) = 0; � 2 C

�

0

; for m = 2:

Here

e

X

i

,

e

f = (

e

f

1

;

e

f

2

;

e

f

3

;

e

f

4

) is the Laplace transform of the functions X

(0)

i

and f

(0)

, respectively.

Note that from (4.19) and (4.20) it follows that for Problem (2)

+

to be

solvable it is necessary that the condition

Z

S

e

f

4

(y; �)d

y

S = 0 (4.22)

be ful�lled.

In the sequel, we assume this condition to be ful�lled. We can easily

verify that

e

X

i

, i = 1; 2; 3,

e

f satisfy the conditions

e

X

i

(�; �) 2 C

1

(
);

e

f(�; �) 2 C

1;�

(S);

j

e

X

i

(x; �)j � cj� j

�5

;

�

�

�

@

e

X

i

(x; �)

@x

k

�

�

�

� cj� j

�5

; i; k = 1; 2; 3;

x 2 
; � 2 C

�

0

;

(4.23)

j@

�

e

X

i

(x; �)j � c(1 + jxj)

�2�q

; j�j � 2; i = 1; 2; 3; x 2 


�

; (4.24)

k

e

f(�; �)k

(S;1;
)

� cj� j

�7

; � 2 C

�

0

; (4.25)

e

X

i

(x; �), f

i

(y; �) are the functions analytic in C

�

0

.

The system (4.19) is said to be the equation of pseudo-oscillation if Re � >

0. If Re � = 0, Im � 6= 0, then (4.19) is reduced to the system of equations
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of harmonic oscillations of electroelasticity. If � = 0, then (4.19) is the

equation of the static state of electroelastic medium.

Write the system (4.19) in terms of a matrix. To this end, we introduce

the following matrix di�erential operator

A(@

x

; �

2

) = kA

ik

(@

x

; �

2

)k

4�4

; (4.26)

A

ik

(@

x

; �

2

) = c

ijkl

@

2

@x

j

@x

l

� �

ik

��

2

; i; k = 1; 2; 3;

A

i4

(@

x

; �

2

) = e

kij

@

2

@x

k

@x

j

; i = 1; 2; 3;

A

4k

(@

x

; �

2

) = �e

ikl

@

2

@x

i

@x

l

; k = 1; 2; 3;

A

44

(@

x

; �

2

) = "

ik

@

2

@x

i

@x

k

:

Then (4.19) takes the form

A(@

x

; �

2

)U = X; (4.27)

where X = (X

1

; X

2

; X

3

; 0).

Our further aim is to investigate the problems (4.20), (4.21) for the sys-

tem of pseudo-oscillation (4.19).

5. Fundamental Solution of the Equation of

Pseudo-oscillation

Consider the operator A(�; �

2

) obtained from �A(@

x

; �

2

) by the Fourier

transform:

A(�; �

2

) = kA

ik

(�; �

2

)k

4�4

; � = (�

1

; �

2

; �

3

); (5.1)

A

ik

(�; �

2

) = c

ijkl

�

i

�

l

+ �

ik

��

2

; i; k = 1; 2; 3;

A

i4

(�; �

2

) = e

kij

�

k

�

j

; i = 1; 2; 3;

A

4k

(�; �

2

) = �e

ikl

�

i

�

l

; k = 1; 2; 3;

A

44

(�; �

2

) = "

ik

�

i

�

k

:

The function �(�; �) � detA(�; �) is a third degree polynomial with

respect to �. Denote by �(�) a solution of the equation

�(�; �(�)) = 0: (5.2)

Then the following assertion is valid.

Lemma 5.1. Every solution �(�) of the equation (5:2) is a real number,

and there exists a positive constant c

1

such that

8� 2 R

3

: �(�) < �c

1

j�j

2

: (5.3)
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Proof. The homogeneous system

A

ik

(�; �(�))�

k

= 0; i = 1; 2; 3; 4; (5.4)

has a non-trivial solution � = (�

1

; �

2

; �

3

; �

4

) 2 C

4

. Moreover, A

4k

(�; �) =

A

4k

(�) 2 R. Therefore

A

4k

(�; �(�))�

k

= 0: (5.5)

Multiplying (5.4) and (5.5) by �

i

and �

4

, respectively, and summing up, we

obtain

c

ijkl

�

j

�

l

�

i

�

k

+ "

ik

�

i

�

k

�

4

�

4

+ ��(�)�

i

�

i

= 0: (5.6)

By (2.7), we have

"

ik

�

i

�

k

�

4

�

4

� c

0

j�j

2

j�

4

j

2

: (5.7)

Let �

i

2 R, i = 1; 2; 3. Then (s

ij

), s

ij

=

1

2

(�

i

�

j

+�

j

�

i

) is a real symmetric

tensor, and

c

ijkl

s

ij

s

kl

� c

0

s

ij

s

ij

:

Hence

c

ijkl

�

j

�

l

�

i

�

k

�

c

0

2

(j�j

2

j�j

2

+ 2(�

j

�

j

)

2

) �

c

0

2

j�j

2

j�j

2

: (5.8)

The estimate (5.8) is also valid if �

i

2 C , i = 1; 2; 3, because if �

j

=

�

(1)

j

+ i�

(2)

j

, �

(k)

j

2 R, k = 1; 2, j = 1; 2; 3, then owing to (2.6),

c

ijkl

�

j

�

l

�

i

�

k

= c

ijkl

�

j

�

l

�

(1)

1

�

(1)

k

+ c

ijkl

�

j

�

l

�

(2)

i

�

(2)

k

�

c

0

2

j�j

2

j�j

2

:

Taking (5.7) and (5.8) into account, from (5.6) we have

��(�)j�j

2

� �

c

0

2

j�j

2

j�j

2

� c

0

j�j

2

j�

4

j

2

� �c

1

j�j

2

j�j

2

; j�j

2

6= 0;

whence it follows (5.3). �

From the above proven lemma it follows that the operator A(@

x

; �

2

) is

elliptic. Therefore, there exists its fundamental solution �(x; �

2

) which has

the form

�(x; �

2

) = �F

�1

(A

�1

(�; �

2

))(x); (5.9)

where F

�1

, an inverse Fourier transform, is the continuous extension of the

operator

F

�1

: S(R

3

)! S(R

3

); F

�1

(f)(x) = (2�)

�3

Z

R

3

e

�ix�

f(�)d�

from the space S(R

3

) of the rapidly decreasing functions into the space

S

0

(R

3

) of the moderate growth distributions [16], A

�1

is a matrix inverse

to A.
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To state the properties of �, we have to study the matrix A

�1

. Let us

prove the following assertions.

Lemma 5.2. For some �, on the set � 2 R

3

nB(0; �) we can represent the

components of the matrix A

�1

(�; �) as follows:

A

�1

ik

(�; �) = A

�1

ik

(�; 0) + F

ik

(�; �) +G

ik

(�; �); i; k = 1; 2; 3; 4; (5.10)

where F

ik

(�; �), G

ik

(�; �) 2 C

1

(R

3

nB(0; �)), F

ik

is a homogeneous with

respect to � function of the order �4 and G

ik

admits the estimate

jG

ik

(�; �)j � cj�j

�6

: (5.11)

Lemma 5.3. For some �, the following representation is valid on the set

B(0; �):

A

�1

ik

(�; �) =

3

X

p=0

j�j

2(p�1)

f

(p)

ik

(�; �); (5.12)

where f

(p)

ik

are bounded functions, and

f

(0)

ik

(�; �) = 0; i+ k 6= 8;

f

(1)

ik

(�; �) = 0; i; k = 1; 2; 3; i 6= k:

(5.13)

Proof of Lemma 5:2. Denote by �

ik

(�; �) the algebraic complement of the

element A

ik

(�; �). Then

A

�1

ik

(�; �) =

�

ik

(�; �)

�(�; �)

; (5.14)

where

�(�; �) =

3

X

j=0

a

j

(�)�

(3�j)

;

�

ik

(�; �) =

3

X

j=0

b

(j)

ik

(�)�

3�j

:

(5.15)

Obviously, a

j

and b

j

ik

are homogeneous functions:

a

j

(t�) = t

2(j+1)

a

j

(�); b

(j)

ik

(t�) = t

2j

b

ik

(�); t 2 R: (5.16)
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In particular,

a

0

(�) = �

3

"

ik

�

i

�

k

; a

3

(�) = �(�; 0);

b

(0)

ik

(�) = 0 for i+ k 6= 8;

b

(1)

ik

(�) = 0 for 1 � i; k � 3; i 6= k;

b

(3)

ik

(�) = �

ik

(�; 0):

(5.17)

Prove the inequality

j�(�; �

2

)j � cjRe � j

3

j�j

5

: (5.18)

Denote the solutions of the equation �(�; �) = 0 by �

k

(�), k = 1; 2; 3.

Then

�(�; �) = a

0

(�)(� � �

1

(�))(� � �

2

(�))(� � �

3

(�)): (5.19)

Note the following properties of �

k

, k = 1; 2; 3:

(1) �

k

are real negative functions, � 2 R

3

;

(2) �

k

(t�) = t

2

�

k

(�);

(3) there exist positive numbers c

1

; c

2

such that

�c

1

j�j

2

� �

k

(�) � �c

2

j�j

2

: (5.20)

(The last assertion follows from Lemma 5.1.)

Let � = �

1

+ i�

2

. Then

j�

2

� �

k

(�)j

2

= (�

2

1

� �

2

2

� �

k

(�))

2

+ 4�

2

1

�

2

2

� �4�

2

1

�

k

(�):

From (5.19), we have

j�(�; �

2

)j � 8ja

0

(�)jj�

1

j

3

p

��

1

(�)�

2

(�)�

3

(�):

But

a

0

(�) = �

3

"

ik

�

i

j�j

�

�

k

j�j

� j�j

2

� cj�j

2

;

��

1

(�)�

2

(�)�

3

(�) � cj�j

6

;

and hence the inequality (5.18) is valid.

Rewrite (5.14) as

A

�1

ik

(r; �; �) =

1

r

2

M

ik

�

1

r

2

; �; �

�

; (5.21)

where

r = j�j; � = �=j�j;

A

�1

ik

(r; �; �) = A

�1

ik

(�; �) =

�

ik

(�; �)

�(�; �)

;
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M

ik

(t; �; �) =

3

P

j=0

b

(j)

ik

(�)t

3�j

�

3�j

3

P

j=0

a

j

(�)t

3�j

�

3�j

:

Denote the denominator M

ik

(t; �; �) by P (t). Then

P (t) = t

4

�(�; �); t = j�j

�2

:

The estimate (5.18) yields

jP (t)j � cjRe � j

3

t

3=2

> 0; t > 0:

Moreover,

P (0) = a

3

(�) = �a

0

(�)�

1

(�)�

2

(�)�

3

(�) � c > 0:

Consequently, M

ik

is an analytic function with respect to t in the interval

]� ";1[ for some ". This results in the estimate

�

�

�

@

�

M

ik

(t; �; �)

@t

�

�

�

�

� c

�

; � � 0; j�j = 1; t 2]� ";+1[;

Re � > 0; i; k = 1; 2; 3; 4:

Using the Taylor formula, expand M

ik

in the neighborhood of t = 0:

M

ik

(t; �; �) =M

ik

(0; �; �) + t

@M

ik

(0; �; �)

@t

+

t

2

2

@

2

M(
t; �; �)

@t

2

;

0 < 
 < 1:

Substituting in this expansion t = j�j

�2

, we obtain all the assertions of

Lemma 5.2. �

Proof of Lemma 5:3. We rewrite (5.14) as

A

�1

ik

(r; �; �) = r

�2

N

ik

(r

2

; �; �);

where

N

ik

(t; �; �) =

3

P

j=0

b

(j)

ik

(�)t

j

�

3�j

3

P

j=0

a

j

(�)t

j

�

3�j

:

Since j�j = j� j

2

> �

2

0

and a

0

(�) � c > 0, the denominator N

ik

(t; �; �) does

not vanish on the set t 2 [��; �] for su�ciently small �. Hence on this set

the representation

A

�1

ik

(�; �) =

N

ik

(0; �; �)

j�j

2

+

@N

ik

(0; �; �)

@t

+

+

j�j

2

2

@

2

N

ik

(0; �; �)

@t

2

+

j�j

4

6

@

3

N

ik

(
j�j

2

; �; �)

@t

3

; 0 < 
 < 1; (5.22)
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is valid. Moreover, 8t 2 [��; �]

�

�

�

@

2

N

ik

(t; �; �)

@t

�

�

�

�

� c

�

; � � 0;

N

ik

(0; �; �) =

b

(0)

ik

(�)

a

0

(�)

= 0; i+ k 6= 8;

@N

ik

(0; �; �)

@t

=

a

0

(�)b

(1)

ik

(�)� a

1

(�)b

(0)

ik

(�)

�a

2

0

(�)

= 0; i; k = 1; 2; 3; i 6= k:

This directly results in Lemma 5.3. �

Consider the fundamental solution � of the equation (4.27) given by

(5.9). Since the operator A(@

x

; �) is elliptic, we have

�(�; �) 2 C

1

(R

3

nf0g); � = �

2

: (5.23)

Properties of � at the point x = 0 are described by the following

Theorem 5.1. The fundamental solution � of the pseudo-oscillation equa-

tion in the neighborhood of x = 0 is represented as

�(x; �) = �

(s)

(x) + �

(r)

(x; �); (5.24)

where �

(s)

(x) = �(x; 0) is the fundamental solution of the equation of statics

of electroelasticity

�

(s)

(x) = �F

�1

(A

�1

(�; 0))(x); (5.25)

and �

(r)

(�; �) satis�es at x = 0 the conditions

j�

(r)

(x; �)j � c;

j@

�

x

�

(r)

(x; �)j � cj log jxjj; j�j = 1;

j@

�

x

�

(r)

(x; �)j � cjxj

�1

; j�j = 2:

(5.26)

Proof. Let � be a positive number such that if j�j � �, then the representa-

tion (5.10) is valid and if ! is a �nite function of the class C

1

(R

3

) satisfying

!(�) = 1, j�j � �, then (5.9) and (5.10) imply

�@

�

x

�

ik

(x; �) = �@

�

x

�

(s)

ik

(x) +

+F

�1

�

!(�)(i�)

�

�

A

�1

ik

(�; �) �A

�1

ik

(�; 0)

�

�

(x) +

+F

�1

�

(1� !(�))(i�)

�

F

ik

(�; �)

�

(x) +

+F

�1

�

(1� !(�))(i�)

�

G

ik

(�; �)

�

(x): (5.27)

The function � ! !(�)(i�)

�

(A

�1

ik

(�; �) � A

�1

ik

(�; 0)) vanishes near j�j = 1,

and therefore its inverse Fourier transform belongs to C

1

(R

3

).
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By virtue of (5.11), the distribution (1�!(�))(i�)

�

G

ik

(�; �) is integrable

in R

3

for j�j � 2, and hence the function @

�

x

F ((1 � !(�))(i�)

�

G

ik

(�; �)) is

continuous in R

3

for j�j � 2.

Consider the distribution

� ! T (�) � (i�)

�

F

ik

(�; �)

which is homogeneous of order j�j � 4 in R

3

nf0g.

It is known that if j�j > 1, then there exists the inverse Fourier transform

T which is the homogeneous distribution of the order 1� j�j.

If j�j � 1, then there exists a distribution

_

T in R

3

which coincides with

T on R

3

nf0g and satis�es the condition (see [18], Theorem 3.2.4)

8' 2 C

1

0

(R

3

); 8t > 0 :

_

T (') = t

j�j�4

_

T ('

t

) +

@

�

'(0)

�!

log(t)

X

j�j=1�j�j

Z

@B(0;1)

�

�

T (�)d

�

S;

where '

t

(x) = t

3

'(tx).

Thus, if j�j � 1, then the inverse Fourier transform of the distribution

� ! (1� !(�))(i�)

�

F

ik

(�; �) = T (�)� !(�)(i�)

�

F

ik

(�; �)

is the inverse of the order 1� j�j plus a function of the class C

1

(R

3

), since

the second summand has a compact support.

However, if j�j � 1, then

F

�1

�

(1� !)T

�

= F

�1

�

(1� !)

_

T

�

= F

�1

(

_

T )� F

�1

(!

_

T );

F

�1

(!

_

T ) 2 C

1

(R

3

) as the inverse transform of the distribution with a

compact support, and F

�1

(

_

T ) is expressed by the formula (see [19], (7.1.19))

F

�1

(

_

T )(x) = T

0

(x) + log jxj

Z

@B(0;1)

(�ix�)

1�j�j

T (�)d

�

S;

where T

0

is a homogeneous distribution of the order 1� j�j in R

3

. �

Remark. By (5.25), �

(s)

ik

i; k = 1; 2; 3; 4, are the inverse Fourier trans-

forms of the functions �A

�1

ik

(�; 0) of the order �2, and therefore they pos-

sess the following properties:

�

(s)

ik

2 C

1

(R

3

nf0g);

(@

�

x

�

(s)

ik

)(tx) = jtj

�1

t

�j�j

(@

�

x

�

ik

)(x); t 2 R; j�j � 0:

(5.28)

Let us investigate properties of the fundamental solution � near in�nity.
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Theorem 5.2. In the neighborhood of in�nity, the following estimates are

valid:

@

�

x

�

ik

(x; �) = O(jxj

�3�j�j

); (5.29)

if either i = k and 1 � i, k � 3, or 1 � i � 3 and k = 4, or i = 4 and

1 � k � 3;

@

�

x

�

ik

(x; �) = O

�

jxj

�5�j�j

�

; (5.30)

if i 6= k and 1 � i, k � 3;

@

�

x

�

44

(x; �) = O

�

jxj

�1�j�j

�

: (5.31)

Proof. By Lemma 5.3 and the representation (5.22), we have

�

ik

(x; �) = �

3

X

p=0

F

�1

�

j�j

2(p�1)

f

(p)

ik

(�; �)

�

(x);

where the functions j�j

2(p�1)

f

(p)

ik

(�; �), p = 0; 1; 2, are homogeneous of the

order 2(p � 1). Hence their Fourier transforms are homogeneous functions

of the order �3� 2(p� 1).

As for the fourth summand, we have

x




@

�

F

�1

�

j�j

4

f

(3)

ik

(�; �)

�

(x) =

= (�1)

j
j

i

j�j+j
j

F

�1

�

@




�

!(�)j�j

j�j+4

f

(3)

ik

(�; �)

�

�

(x) +

+(�1)

j
j

i

j�j+j�j

F

�1

�

@




�

(1� !(�))j�j

j�j+4

f

(3)

ik

(�; �)

�

�

(x);

where ! is a function de�ned in the proof of Theorem 5.1.

If j
j � j�j+ 6, then the function

� ! @




�

!(�)j�j

j�j+4

f

(3)

ik

(�; �)

�

is absolutely integrable in R

3

. Hence its inverse Fourier transform vanishes

at in�nity. In just the same way, if j
j � j�j+6, then the inverse transform

of the function

� ! @




�

�

1� !(�)

�

j�j

j�j+4

f

(3)

ik

(�; �)

�

vanishes at in�nity. Consequently,

@

�

F

�1

�

j�j

4

f

(3)

ik

(�; �)

�

(x) = O

�

j�j

�j�j�6

�

;

and the proof is complete. �
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6. A Formula for Representation of Solutions of the

Equation of Pseudo-oscillation

Let 
 be a �nite domain in R

3

with the piecewise-smooth boundary @
,

U , V 2 C

2

(
)\C

1

(
), U = (U

1

; U

2

; U

3

; U

4

), V = (V

1

; V

2

; V

3

; V

4

). Then the

following analogue of Somigliana's formula is valid:

Z




U(x)A(@

x

; �

2

)V (x)dx =

Z

@


U(y)R(@

y

; n)V (y)d

y

S �

�

Z




E(U; V )(x)dx; (6.1)

where R(@

y

; n) = kR

ik

(@

y

; n)k

4�4

is the operator of electroelastic stress

with the components

R

ik

(@

y

; n) = c

ijkl

n

j

@

@y

l

; i; k = 1; 2; 3;

R

i4

(@

y

; n) = e

lij

n

j

@

@y

l

; i = 1; 2; 3;

R

4k

(@

y

; n) = �e

jkl

n

j

@

@y

l

; k = 1; 2; 3;

(6.2)

R

44

(@

y

; n) = "

jl

n

j

@

@y

l

;

and E is a bilinear form:

E(U; V ) = c

ijkl

@u

i

@x

j

�

@v

k

@x

l

+ ��

2

u

i

v

i

+ e

kij

@u

i

@x

j

�

@v

4

@x

k

�

�e

jkl

@u

4

@x

j

�

@v

k

@x

l

+ "

ik

@u

4

@x

i

�

@v

4

@x

k

: (6.3)

n = n(y) as conventionally denotes the external unit normal to @
 at the

point y.

Denote by

e

A(@

x

; �

2

) and

e

R(@

y

; n) the matrices obtained from A(@

x

; �

2

)

and R(@

y

; n) respectively by replacing the coe�cients e

kij

by �e

kij

(in par-

ticular,

e

A(@

x

; �

2

) coincides with the transposed matrix A

>

(@

x

; �

2

)). Then

Z




h

U(y)

e

A(@

y

; �

2

)V (y)� V (y)A(@

y

; �

2

)U(y)

i

dy =

=

Z

@


h

U(y)

e

R(@

y

; n)V (y)� V (y)R(@

y

; n)U(y)

i

d

y

S: (6.4)

Let now U be a solution of the equation

A(@

x

; �

2

)U = F (6:5)

F
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in the domain 
, and V be one of the columns of the matrix of fundamental

solutions

e

� of the operator

e

A(@

x

; �

2

) = A

>

(@

x

; �

2

):

V

i

(y) =

e

�

ik

(x � y; �

2

) = �

ki

(x � y; �

2

);

where �(x; �

2

) is the fundamental matrix of the operator A(@

x

; �

2

). Then,

taking into account (5.24){(5.26), by standard reasoning [11] we obtain from

(6.4) a formula for representation of a solution of the equation (6.5)

F

in a

�nite domain:

�(x)U

k

(x) =

Z

@


h

U

j

(y)

e

R

ji

(@

y

; n)

e

�

ik

(y � x; �

2

)�

��

kj

(y � x; �

2

)R

ji

(@

y

; n)U

i

(y)

i

d

y

S +

+

Z




�

kj

(y � x; �

2

)F

j

(y)dy; k = 1; 2; 3; 4; x 2 
; (6.6)

where

�(x) =

8

>

<

>

:

1; x 2 
;

1=2; x 2 @
;

0; x 2 R

3

n
:

(6.7)

From (6.6) for F = 0 we obtain a representation of a solution of the homo-

geneous equation (6.5)

0

in a �nite domain:

�(x)U

k

(x) =

Z

@


h

U

j

(y)

e

R

ji

(@

y

; n)

e

�

ik

(y � x; �

2

)�

��

kj

(y � x; �

2

)R

ji

(@

y

; n)U

i

(y)

i

d

y

S: (6:6)

0

Let us prove that the representation (6.6)

0

is also valid in the external

domain 
 = 


�

if U = (U

1

; U

2

; U

3

; U

4

) for some m satis�es the following

decrease at in�nity conditions

U

k

(x) = O(jxj

m

); k = 1; 2; 3;

U

4

(x) = o(1):

(6.8)

Proof. Consider the case where x 2 


�

, and hence �(x) = 1. By the Taylor

formula, we expand � as follows:

�

kj

(y � x; �

2

) =

X

j�j�p

(�1)

j�j

x

�

�!

@

�

y

�

kj

(y; �

2

) + 	

kj

(x; y; p); (6.9)

where

	

kj

(x; y; p) =

X

j�j=p+1

(�1)

j�j

x

�

�!

@

�

y

�

kj

(y � �x; �

2

); 0 � � � 1: (6.10)
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We write (6.6)

0

in the domain 


�

\ B(0; R), where R is chosen in such a

way that x 2 


�

\B(0; R). Expressing �

kj

and

e

�

ik

= �

ki

by formula (6.9),

we get

U

k

(x) =

(0)

U

k

(x) +

X

j�j�p

(�1)

j�j

c

(�)

k

(R)

�!

x

�

+ I

k

(x;R; p); (6.11)

where

(0)

U

k

(x) =

Z

@


h

U

j

(y)R

ij

(@

y

; n)�

ki

(y � x; �

2

)�

��

kj

(y � x; �

2

)R

ji

(@

y

; n)U

i

(y)

i

d

y

S;

c

(�)

k

(R) =

Z

@B(0;R)

h

U

j

(y)R

ij

(@

y

; n)@

�

y

�

ki

(y; �

2

)�

�@

�

y

�

kj

(y; �

2

)R

ji

(@

y

; n)U

i

(y)

i

d

y

S;

I

k

(x;R; p) =

Z

@B(0;R)

h

U

j

(y)R

ij

(@

y

; n)	

ki

(x; y; p)�

�	

kj

(x; y; p)R

ji

(@

y

; n)U

i

(y)

i

d

y

S:

(6.12)

If we write the formula (6.6)

0

in the domain B(0; R

2

)nB(0; R

1

), where

jxj < R

1

< R

2

, and then apply to it the operator @

�

y

, then for x = 0 we

obtain C

(�)

k

(R

1

) = C

(�)

k

(R

2

), i.e., C

(�)

k

(R) = C

(�)

k

does not depend on R.

Let the function w 2 C

1

(R

3

) possess the following properties: suppw �

B(0; 3)nB(0; 1=3), w(x) = 1. If 1=2 < jxj < 2, then for the function

w(x;R) = w(x=R) the estimate

@

�

x

!(x;R) = d

(�)

R

�j�j

(6.13)

is valid, while for the matrix 	

R

(x; y; p) = w(y;R)	(x; y; p) we have

	

(R)

(x; y; p) =

(

0; jyj < R=3; or jyj > 3R;

	(x; y; p); R=2 < jyj < 2R:

Therefore (6.4) implies

I

k

(x;R; p) =

Z

B(0;R)nB(0;R=4)

U

j

(y)A

ij

(@

y

; �

2

)	

(R)

ki

(x; y; p)dy:

Taking into consideration (6.8), (6.10) and (6.13) as well as Theorem 5.2,

we obtain the following estimate for I

k

:

jI

k

(x;R; p)j�cR

3

sup

R

4

�y�R

�

jU

i

(y)jjA

ij

(@

y

; �

2

)	

(R)

ki

(x; y; p)j

�

=O

�

R

m+1�p

�

:
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Choose p > m + 1. Then lim

R!1

I

k

(x;R; p) = 0, and passing in (6.11) to

limit, we obtain

U(x) =

(0)

U (x) + V

(m)

(x); (6.14)

where

(0)

U is de�ned from (6.12) and

V

(m)

k

(x) =

X

j�j�m+1

(�1)

j�j

c

(�)

k

�!

x

�

; k = 1; 2; 3; 4:

Note that in (6.14) both U and

(0)

U are solutions of the equation (6.5)

0

.

Therefore V

(m)

is a polynomial solution of the equation (6.5)

0

, where

lim

jxj!1

V

(m)

4

(x) = 0

because of (6.8) and Theorem 5.2. Hence V

(m)

4

= 0, and

c

ijkl

@

2

V

(m)

k

@x

j

@x

l

� ��

2

V

(m)

i

= 0; i = 1; 2; 3: (6.15)

It is easily seen that the system (6.15) does not possess a nontrivial

polynomial solution. Therefore V

(m)

= 0, and (6.14) implies the validity of

(6.6)

0

for x 2 


�

. As for the remaining cases, they trivially follow from the

already proven assertion.

Thus the following theorem is valid.

Theorem 6.1. If U is a regular solution of the equation (6:5)

0

in a �nite

domain 
 = 


+

with a piecewise-smooth boundary, then the representation

(6:6)

0

is valid for it. The same representation is also valid in the external

domain 
 = 


�

if U at in�nity satis�es the conditions (6:8).

Corollary 6.1. If U satis�es the conditions of Theorem 6.1 in the exterior

domain 


�

, then in a neighborhood of in�nity the following estimates are

valid:

u

i

(x) = O

�

jxj

�3

�

; u

4

(x) = O

�

jxj

�1

�

;

�

ij

(x) = O

�

jxj

�2

�

; D

i

(x) = O

�

jxj

�2

�

; i; j = 1; 2; 3:

(6.16)

The proof follows directly from (6.6) and Theorem 5.2.

As a corollary of the obtained results, let us prove the following unique-

ness theorem for the problems of pseudo-oscillation.

Theorem 6.2. Interior problems of pseudo-oscillation have the unique reg-

ular solution. An exterior problem has the unique regular solution satisfying

the conditions (6:8) in a neighborhood of in�nity.
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Proof. Let U = (U

1

; U

2

; U

3

; ') be a solution of the homogeneous equation

of pseudo-oscillation in the interior domain 


+

, and let U be the complex-

conjugate vector. Then, as is easily veri�ed,

Z




+

h

c

ijkl

@u

i

(x)

@x

j

@u

k

(x)

@x

l

+ ��

2

u

i

u

i

+ "

ik

@'(x)

@x

k

@'(x)

@x

i

i

dx =

=

Z

@


[n

j

(y)�

ij

(y)u

i

(y)� n

i

(y)D

i

(y)'(y)]d

y

S:

If U is a solution of the homogeneous boundary value problem and hence it

satis�es the homogeneous boundary conditions (4.20){(4.21), then U satis-

�es the same conditions, and hence

Z




+

h

c

ijkl

@u

i

(x)

@x

j

�

@u

k

(x)

@x

l

+ ��

2

u

i

u

i

+

+"

ik

@'(x)

@x

k

�

@'(x)

@x

i

i

dx = 0: (6.17)

Due to (2.6){(2.7), for some c

0

> 0 we have

c

ijkl

@u

i

(x)

@x

j

�

@u

k

(x)

@x

l

� c

0

s

ij

(x)s

ij

(x);

"

ik

@'(x)

@x

k

�

@'(x)

@x

i

� c

0

@'(x)

@x

i

�

@'(x)

@x

i

; x 2 


+

;

where s

ij

(x) =

1

2

�

@u

i

(x)

@x

j

+

@u

j

(x)

@x

i

�

(see the proof of Lemma 5.1). Therefore

(6.17) for u

i

u

i

6= 0 implies

Im �

2

= 0; Re �

2

< 0

whence it follows that Re � = 0 which contradicts the condition Re � > 0

for the system of pseudo-oscillation. Now from (6.17) we have ' = const,

and taking into account homogeneous conditions (4.20){(4.21), we obtain

' = 0. �

The theorem for the exterior problems is proved analogously if we take

into account that,due to Corollary 6.2, the equality (6.17) is ful�lled in the

exterior domain as well.

7. Integral Equations for the Problems of Pseudo-oscillation

To solve the problems of pseudo-oscillation, we introduce the following

potentials: the simple layer potential

V (x; �; f) =

Z

S

�(y � x; �

2

)f(y)d

y

S; (7.1)
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the double layer potential

W (x; �; f) =

Z

S

h

e

R(@

y

; n(y))

e

�(y � x; �

2

)

i

T

f(y)d

y

S; (7.2)

and the Newton potential

N(x; �; F ) =

Z




�(y � x; �

2

)F (y)dy; (7.3)

where f and F are vectors de�ned on S and 
, respectively.

The above-mentioned potentials possess the same properties as those of

the classical theory of elasticity, namely, for them the following theorems

are valid.

Theorem 7.1. Let 


+

be a bounded domain with a boundary S 2 C

1;


,




�

= R

3

n


+

, f 2 C

(0;�)

(S), 0 < � < 
 � 1. Then

1) V (�; �; f) 2 C

1;�

(


+

) \ C

1

(


+

); V (�; �; f) 2 C

1;�

(


�

) \ C

1

(


�

):

2) A(@

x

; �

2

)V (x; �; f) = 0; x 2 R

3

nS:

3)

h

R(@

z

; n(z))V (z; �; f)

i

�

= �

1

2

f(z)+

+

Z

S

R(@

z

; n(z))�(y � z; �

2

)f(y)d

y

S; z 2 S: (7:4)

4) if S 2 C

k+1;


, f 2 C

k;�

(S), 0 < � < 
 � 1, k � 0, and V (�; �; f) 2

C

k+1;�

(


�

) then

kV (�; �; f)k

(


�

;k+1;�)

� Ckfk

(S;k;�)

: (7.5)

Here by [M(z)]

+

([M(z)]

�

) we denote the boundary values

lim




+

3x!z

M(x)

�

lim




�

3x!z

M(x)

�

:

Theorem 7.2. If 


+

, S, f satisfy the conditions of Theorem 7:1, then

1) W (�; �; f) 2 C

0;�

(


+

) \ C

1

(


+

), W (�; �; f) 2 C

0;�

(


�

) \ C

1

(


�

):

2) A(@

x

; �

2

)W (x; �; f) = 0; x 2 R

3

nS:

3)

h

W (z; �; f)

i

�

= �

1

2

f(z)+

+

Z

S

h

e

R(@

y

; n(y))

e

�(y � 2; �

2

)

i

T

f(y)d

y

S; z 2 S: (7:6)

4) if S 2 C

k+1;


, f 2 C

k;�

(S), 0 < � < 
 � 1, k � 0, then

W (�; �; f) 2 C

k;�

(


�

) and

kW (�; �; f)k

(


�

;k;�)

� Ckfk

(S;k;�)

: (7.7)
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Theorem 7.3. If 


+

and S satisfy the conditions of Theorem 7:1 and

F 2 C

(0;�)

(


+

), 0 < � < 
 � 1, then N(�; �; F ) 2 C

2

(


+

) \ C

(2;�)

(


+

0

),

8


+

0

� 


+

and

A(@

x

; �

2

)N(x; �; F ) = F (x); x 2 


+

;

Moreover, if S 2 C

k;


and F 2 C

k

(


+

), then N(�; �; F ) 2 C

k+1;


0

(


+

),

0 < 


0

< 
, k 2 N , and

kN(�; �; F )k




+

;k+1;


� CkFk

(
;k;
)

: (7.8)

The proof of these theorems is based on the representation of the funda-

mental solution �(x; �

2

) near the point x = 0 (formulas (5.24){(5.26)), and

in fact does not di�er from the proof of analogous theorems of the classical

theory of elasticity adduced in [11], [19] and [20].

The main di�erence between the above-considered potentials and those

of the classical elasticity lays in their behavior at in�nity which is caused

by the fact that the matrix of fundamental solutions of the equation of

pseudo-oscillation of electroelasticity unlike that of the classical elasticity is

not rapidly decreasing at in�nity; the degree of its decrease is determined

by Theorem 5.2. Owing to this fact, the following theorems on the behavior

at in�nity of the potentials of electroelasticity are valid.

Theorem 7.4. The simple layer potential V (�; �; f) and the double layer

potential W (�; �; f) in a neighborhood of in�nity admit the estimates

j@

�

x

V

i

(x; �; f)j = O

�

jxj

�3�j�j

�

; i = 1; 2; 3;

j@

�

x

V

4

(x; �; f)j = O

�

jxj

�1�jalj

�

; (7.9)

j@

�

x

W (x; �; f)j = O

�

jxj

�2�j�j

�

:

The proof follows immediately from the estimates (5.29){(5.31). Note

that these estimates can be improved if we assume that f

4

= 0. In this

case,

j@

�

x

V

4

(x; �; f)j = O

�

jxj

�3�j�j

�

;

j@

�

x

W (x; �; f)j = O

�

jxj

�4�j�j

�

:

(7.9)

0

Let us cite now a theorem describing the behavior of the Newton potential

at in�nity for a density of special kind. Its proof is also based on the

estimates (5.29){(5.31).

Theorem 7.5. If the conditions of Theorem 7:3 are ful�lled in the domain


 = 


�

and F = (F

1

; F

2

; F

3

; F

4

), where

jF

i

(x)j < C

�

1 + jxj

�

�2��

; x 2 


�

; � > 0; (7.10)
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then there exists the Newton potential

N(x; �; F ) =

Z




�

�(y � x; �

2

)F (y)dy; x 2 R

3

;

which satis�es the estimates

j@

�

x

N(x; �; F )j � c(1 + jxj)

�j�j��

0

; j�j = 0; 1; �

0

< �;

and all the assertions of Theorem 7:3 are valid. Moreover, if F

4

= 0, then

j@

�

x

N(x; �; F )j � C

�

1 + jxj

�

�2�j�j��

0

:

From the above theorems it follows, in particular, that if the conditions

(7.10) are ful�lled, then the representation (6.6) is valid in the domain 


�

.

Properties of the potentials under consideration allow us, as in the clas-

sical theory of elasticity, to reduce the boundary value problems of electroe-

lasticity to the corresponding singular integral equations.

First of all, note that due to Theorems 7.3 and 7.5, there exists the

solution of the equation (4.27) in 


+

and 


�

which possesses the necessary

smoothness and the necessary rate of decrease at in�nity. Therefore the

boundary value problems of pseudo-oscillation for the equation (4.27) can be

reduced to the corresponding boundary value problems for the homogeneous

equation (6.5).

Consider �rst Problem (1)

�

�

for the equation (6.5)

0

, i.e., the problem

(6.5)

0

, (4.20) in 


+

. Its solution will be sought in terms of the double layer

potential

U(x; �;  ) =W (x; �;  );  2 C

0;�

(S):

Then by Theorem 7.2, for the density  we get the integral equation

1

2

 (z; �) +

+

Z

S

h

e

R(@

y

; n(y))

e

�(y � z; �

2

)

i

T

 (y; �)d

y

S = f(z; �): (7.11)

f

Similarly, if a solution of Problem (2)

�

�

(the problem (6.5)

0

, (4.21)) is

sought in terms of the simple layer potential

U(x; �;  ) = V (x; �;  );  2 C

0;�

(S);

then owing to the properties of the simple layer potential, for the density  

we obtain the integral equation

1

2

 (z; �) +

Z

S

R(@

z

; n(z))�(y�z; �

2

) (y; �)d

y

S=f(z; �); (7.12)

f

and conversely, if, for example,  is a solution of the class C

(0;�)

(S) of the

equation (7.11)

f

, then the vector W (�; �;  ) will be a solution of Problem
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(1)

+

�

. Similarly we establish the equivalence of the equation (7.12)

f

and of

Problem (2)

�

�

.

Introduce the notation

K (z) =

Z

S

R(@

z

; n(z))�(y � z; �

2

) (y; �)d

y

S; (7.13)

K

�

 (z) =

Z

S

h

e

R(@

y

; n(y))

e

�(y � z; �

2

)

i

T

 (y; �)d

y

S: (7.14)

Then the equations (7.11) and (7.12) can be respectively written as follows:

1

2

I +K

�

 = f; (7.11)

0

f

1

2

I +K = f: (7.12)

0

f

Here I is an identical operator.

Consider now K and K

�

as integral operators in the spaces L

p

(S) and

L

p

0

(S), respectively, where p

�1

+ p

0

�1

= 1. Then the following theorem is

valid.

Theorem 7.6. Singular integral operators generated by the left-hand sides

of the equations (7:11)

0

and (7:12)

0

are mutually conjugate operators of nor-

mal type.

Theorem 7.7. If S 2 C

k+1;�

and f 2 C

k;�

(S), k � 0, 0 < � < � � 1,

then for the equations (7:11)

0

f

and (7:12)

0

f

the Fredholm's theorems are valid

in the space C

k;�

(S).

We do not give the proofs of these theorems which only slightly di�er

from those of the classical theory of elasticity given in [11], [19] and [20].

Now we pass to the investigation of the equations (7.11)

f

and (7.12)

f

.

Theorem 7.8. The equations (7:11)

0

and (7:12)

0

have only trivial solu-

tions.

Proof. Let  2 C

0;�

(S) be a solution of the equation (7.11)

0

, S 2 C

2;


,

0 < � < 
 � 1. Then  2 C

1;�

(@
) (see [22]) and if

U(x; �) =W (x; �;  );

then U 2 C

1;�

(


+

) \ C

1;�

(


�

). Moreover,

�

U(z; �)

�

+

=

1

2

 (z; �) +

Z

@


h

e

R(@

y

; n(y))

e

�(y � z; �

2

)

i

T

 (y; �)d

y

S = 0:

Thus U(�; �) is a solution of the homogeneous Problem (1)

�

, and hence

U(x; �) = 0, x 2 


+

.
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By (7.6),

 (z; �) = [W (z; �;  )]

+

� [W (z; �;  )]

�

= �[W (z; �;  )]

�

: (7.15)

Therefore (6.6)

0

yields

V (x; �; g) = 0; x 2 


�

;

where

g(y) � [R(@

y

; n(y))U(y; �)]

�

:

Since g 2 C

0;�

(S), the function V (�; �; g) is continuous in R

3

. Then V (�; �; g)

is a solution of the homogeneous Problem (1)

+

�

, V (x; �; g) = 0, x 2 


+

, and

g(y) = [R(@

z

; n(z))V (z; �; g)]

�

� [R(@

z

; n(z))V (z; �; g)]

+

= 0:

Thus we have obtained that U is a solution of the homogeneous Problem

(2)

�

�

. Consequently U(x; �) = 0, x 2 


�

, and by (7.15),  (z; �) = 0,

z 2 S. �

Consider now the solution  2 C

0;�

(S) of the homogeneous equation

(7.12)

0

. Then  2 C

1;�

(S) and for the potential V (x; �;  ), we have

[R(@

z

; n(z))V (z; �;  )]

�

= 0:

Hence V (�; �;  ) is a solution of the homogeneous Problem (2)

�

�

, and thus

V (x; �;  ) = 0, x 2 


�

. Then by the fact that a simple layer potential is

continuous, V (�; �;  ) will also be a solution of the homogeneous Problem

(1)

+

�

. Therefore V (x; �;  ) = 0, x 2 R

3

, whence  (z; �) = 0, z 2 S.

From the above proven theorem, we immediately have

Theorem 7.9. Equations (7:11)

f

and (7:12)

f

are uniquely solvable for any

f 2 C

0;�

(S), and if S 2 C

k+2;


, f 2 C

k;�

(S), k � 0, 0 < � < 
 � 1, then

the solutions of these equations belong to C

k;�

(S).

Theorem 7.10. If S 2 C

2;


, f 2 C

1;�

(S), then Problem (1)

+

�

has a unique

regular solution.

Theorem 7.11. If S 2 C

2;


, f 2 C

0;�

(S), then Problem (2)

�

�

has a unique

regular solution.

Now we pass to Problems (1)

�

�

and (2)

+

�

. A solution of Problem (1)

�

�

is

sought in the form

U(x; �) =W (x; �;  ) +

+�(x; �)

Z

S

h

R(@

y

; n(y))�(y; �

2

)

i

T

 (y; �)d

y

S; (7.16)

where  2 C

0;�

(S),

� = k�

ij

k

4�4

; �

ij

(x; �) = �

4j

�

i4

(x; �

2

); i; j = 1; : : : ; 4:
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Then U will be a solution of the equation (6.5)

0

in 


�

, and due to the

boundary condition (4.20),

�

1

2

 (z; �) +

Z

S

h

e

R(@

y

; n(y))

e

�(y � z; �

2

)

i

T

 (y; �)d

y

S +

+�(z; �)

Z

S

h

R(@

y

; n(y))�(y; �

2

)

i

T

 (y; �)d

y

S = f(z; �): (7.17)

f

Conversely, if  is a solution of the equation (7.17)

f

of the class C

(0;�)

(S),

then U de�ned by (7.16) will obviously be a regular solution of Problem

(1)

�

�

.

Consider Problem (2)

+

�

. We seek its solution in terms of a simple layer

potential

U(x; �) = V (x; �;  );  2 C

0;�

(S):

Then, owing to the boundary condition (4.21),  will be a solution of the

following system of integral equations:

�

1

2

 (z; �) +

Z

S

R(@

z

; n(z))�(y � z; �

2

) (y; �)d

y

S = f(z; �); (7.18)

f

Z

S

�

4j

(y; �

2

) 

j

(y; �)d

y

S = 0: (7.19)

By (5.9), we have �

4j

(y; �

2

) = ��

j4

(y; �

2

). Therefore  is a solution of

the equation

�

1

2

 (z; �) +

Z

S

R(@

z

; n(z))�(y � z; �

2

) (y; �)d

y

S +

+R(@

z

; n(z))�(z; �

2

)

Z

S

�

T

(y; �) (y; �)d

y

S = f(z; �): (7.20)

f

Let us now prove that if  2 C

0;�

(S) is a solution of the equation (7.20)

f

and the condition (4.22) is ful�lled, i.e.,

Z

S

f

4

(y; �)d

y

S = 0; (7.21)

then a simple layer potential V (�; �;  ) will be a regular solution of Problem

(2)

+

�

.
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Indeed, from (6.6)

0

we easily have

Z

S

R

ij

(@

y

; n(y))�

jk

(y; �

2

)d

y

S = �

ik

;

Z

S

R

ij

(@

y

; n(y))�

jk

(y � z; �

2

)d

y

S =

1

2

�

ik

; z 2 S:

(7.22)

We integrate (7.20)

f

on S. Taking into account (7.21) and (7.22), we get

Z

S

�

T

(y; �) (y; �)d

y

S =

Z

S

�

4j

(y; �

2

) 

j

(y; �)d

y

S = 0:

Therefore  is a solution of the system (7.18)

0

, (7.19). Then U(�; �;  ) will

satisfy the boundary condition (4.21), and due to (7.19),

U

4

(0; �) = 0:

Consider the equations (7.17)

f

and (7.20)

f

. They are mutually conjugate

and their left-hand sides di�er from those of the equations

�

1

2

I +K

�

 = f;

�

1

2

I +K = f

only by completely continuous summands. Therefore for these equations

one can prove the validity of Theorems 7.6 and 7.7.

Theorem 7.12. The equations (7:17)

0

and (7:20)

0

have only trivial solu-

tions.

Proof. Let  2 C

0;�

(S) be a solution of the equation (7.17)

0

. Then  2

C

1;�

(S), and U de�ned by (7.16) will be a solution of the homogeneous

Problem (1)

�

�

.

Hence U(x; �) = 0, x 2 


�

, and

W

i

(x; �;  ) = a�

i4

(x; �); i = 1; 2; 3; 4; (7.23)

where

a = �

Z

S

h

R(@

y

; n(y))�(y; �

2

)

i

j4

 

j

(y; �)d

y

S:

Passing in (7.23) to limit as jxj ! 1 for i = 4, and taking into account

Theorem 5.2, we obtain a = 0. Thus

W (x; �;  ) = 0; x 2 


�

;

 (z; �) = [W (z; �;  )]

+

:

Now from (6.6)

0

we obtain V (x; �; g) = 0, x 2 


+

, where

g(y) = [R(@

y

; n(y))W (y; �;  )]

+

:
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Due to the continuity of a simple layer potential, V (�; �; g) is a solution of

the homogeneous Problem (1)

�

�

, and V (x; �; g) = 0, x 2 


�

. Then g(y) = 0,

y 2 S.

Thus W (�; �;  ) is a solution of the equation (6.5)

0

in 


+

satisfying the

homogeneous boundary condition of Problem (2)

+

�

. As it follows from the

proof of Theorem 6.2, it holds W

i

(x; �;  ) = C�

i4

, i = 1; 2; 3; 4, x 2 


+

.

Then because of (7.24), we have  

i

(z; �) = C�

i4

, i = 1; 2; 3; 4, z 2 S. Sub-

stituting this value into the expression for a and taking into consideration

(7.22), we obtain c = 0.

If  2 C

0;�

(S) is a solution of the equation (7.20)

0

, then  2 C

1;�

(S), and

due to the fact that the equations (7.18)

0

, (7.19) and (7.20)

0

are equivalent,

it follows that

U(x; �) = V (x; �;  )

is a solution of the homogeneous Problem (2)

+

�

. Therefore

V (x; �;  ) = 0; x 2 


+

:

From this, by using the fact that the potential is continuous, we come

to the conclusion that V (�; �;  ) is a solution of the homogeneous Problem

(1)

�

�

. Hence V (x; �;  ) = 0, x 2 R

3

, and  = 0. �

From the above proven theorem there follow

Theorem 7.13. The equations (7:7)

f

and (7:20)

f

are uniquely solvable for

any f 2 C

0;�

(S), and if S 2 C

k+2;


and f 2 C

k;�

(S), k � 0, 0 < � < 
 � 1,

then the solutions belong to C

k;�

(S).

Theorem 7.14. If S 2 C

2;


and f 2 C

1;�

(S), then Problem (1)

�

�

has a

unique regular solution.

Theorem 7.15. If S 2 C

1;


and f 2 C

0;�

(S), then Problem (2)

+

�

has a

unique regular solution if and only if the condition (7:21) is ful�lled.

8. Green Tensors for the Problems of Pseudo-oscillation

Green tensor of Problem (1)

�

�

is said to be the matrix

G(x; y; (1)

�

�

) = �(x� y; �

2

)� g(x; y; (1)

�

�

);

where g is the solution of the problem

A(@

x

; �

2

)g(x; y; (1)

�

�

) = 0; x 2 


�

;

h

g(z; y; (1)

�

�

)

i

�

= �(z � y; �

2

); z 2 S; y 2 


�

;

(8.1)

satisfying in the case of Problem (1)

�

�

the supplementary condition

lim

x!1

g(x; y; (1)

�

�

) = 0; y 2 


�

; (8.2)

at in�nity.
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Green tensor of Problem (2)

�

�

is said to be the matrix

G(x; y; (2)

�

�

) = �(x� y; �

2

)� g(x; y; (2)

�

�

);

where g(�; y; (2)

�

�

) is the solution of the problem

A(@

x

; �

2

)g(x; y; (2)

�

�

) = 0; x 2 


�

h

R(@

z

; n(z))g(z; y; (2)

�

�

)

i

�

=

h

R(@

z

; n(z))�(z � y; �

2

)

i

�

;

(8.3)

z 2 S; y 2 


�

;

lim

x!1

g(x; y; (2)

�

�

) = 0;

while g(�; y; (2)

+

�

) is the solution of the problem

A(@

x

; �

2

)g(x; y; (2)

+

�

) = 0; x; y 2 


+

; (8.4)

h

R(@

z

; n(z))g(z; y; (2)

+

�

)

i

+

=

h

R(@

z

; n(z))�(z � y; �

2

)

i

+

�D; (8.5)

z 2 S; y 2 


+

;

Z

S

g

4k

(y; x; (2)

+

�

)d

y

S =

Z

S

�

4k

(y � x; �

2

)d

y

S; (8.6)

x 2 


+

; k = 1; 2; 3; 4:

Here D = kD

ij

k

4�4

and D

ij

= (mes(S))

�1

�

i4

�

j4

.

Theorem 8.1. If S 2 C

2;


, then there exist uniquely de�ned Green tensors

of all problems under consideration.

Proof. This fact for G(x; y; (1)

�

�

) and G(x; y; (2)

�

�

) follows directly from

the previous results. Let us consider in more detail the case of the tensor

G(x; y; (2)

+

�

).

Since because of (7.22) the right-hand side of (8.5) satis�es the condition

(7.21), there exist regular solutions of the problems

A(@

x

; �

2

)g

(k)

(x; y) = 0; x; y 2 


+

;

h

R(@

z

; n(z))g

(k)

(z; y)

i

+

=

h

R(@

z

; n(z))�

(k)

(z�y; �

2

)

i

+

�D

(k)

;

z 2 S; y 2 


+

; k = 1; 2; 3; 4;

�

(k)

= (�

1k

;�

2k

;�

3k

;�

4k

); D

(k)

= (D

1k

; D

2k

; D

3k

; D

4k

):

They are de�ned to within a constant summand of the form h

(k)

=(0; 0; 0;C

k

),

where C

k

are arbitrary numbers. We choose them in such a way that to

ful�l the condition (8.6):

Z

S

g

(k)

4

(y; x)d

y

S =

Z

S

�

4k

(y � x; �

2

)d

y

S:
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Then g

(k)

is de�ned uniquely and G(x; y; (2)

+

�

)=�(x�y; �

2

)�kg

(j)

i

(y; x)k

4�4

is the uniquely de�ned Green tensor of Problem (2)

+

�

. �

Denote by (

e

K)

�

�

, K = 1; 2, the problem which is obtained by substituting

in Problem (K)

�

�

the operators A and R respectively by

e

A and

e

R (recall

that this substitution is equivalent to that of the coe�cients e

ijk

by �e

ijk

).

It is obvious that all the obtained until now results remain valid for Problems

(

e

K)

�

�

.

Green tensors possess the following property of symmetry:

G(x; y; (

e

K)

�

�

) = G

T

(y; x; (K)

�

�

): (8.7)

The proof follows from (6.4), (6.6)

0

and in the case of Problem (2)

+

�

also

from condition (8.6).

Let us quote the formulas for representation of solutions of Problems

(K)

�

�

in terms of the corresponding Green tensors.

Denote by (K)

+

�;f;F

, K = 1; 2, the boundary value problem for the nonho-

mogeneous equation (6.5)

F

with the nonhomogeneous boundary conditions

(4.20), (4.21) and the right-hand side f .

Theorem 8.2. The solution U of Problem (1)

+

�;f;F

is given in the form

U(x; �) =

Z

S

h

e

R(@

y

; n(y))G

T

(x; y; (1)

+

�

)

i

T

f(y; �)d

y

S +

+

Z




+

G(x; y; (1)

+

�

)F (y; �)dy: (8.8)

If the conditions (7:10) are ful�lled, then the solution of Problem (1)

�

�;f;F

can be presented in the form

U(x; �) = �

Z

S

h

e

R(@

y

; n(y))G

T

(x; y; (1)

�

�

)

i

T

f(y; �)d

y

S +

+

Z




�

G(x; y; (1)

�

�

)F (y; �)dy: (8.9)

The solution of Problem (2)

+

�;f;F

is given in the form U = (U

1

; U

2

; U

3

; U

4

),

U

i

(x; �) = �

Z

S

h

G

ij

(x; y; (2)

+

�

)� �

i4

G

4j

(0; y; (2)

+

�

)

i

f

i

(y; �)d

y

S +

+

Z




+

h

G

ij

(x; y; (2)

+

�

)� �

i4

G

4j

(0; y; (2)

+

�

)

i

F

j

(y; �)dy: (8.10)
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If the conditions (7:10) are ful�lled, then the solution of Problem (2)

�

�;f;F

can be given in the form

U(x; �) =

Z

S

G(x; y; (2)

�

�

)f(y; �)d

y

S +

+

Z




�

G(x; y; (2)

�

�

)F (y; �)dy: (8.11)

Proof. We will consider Problem (2)

+

�;f;F

(the remaining cases are consid-

ered analogously).

By virtue of (6.4), for i = 1; 2; 3; 4 we have

Z




+

g

ij

(x; y; (2)

+

�

)F

j

(y; �)dy =

Z

S

h

g

ij

(x; y; (2)

+

�

)f

j

(y; �)�

�U

j

(y; �)R

kj

(@

y

; n(y))�

ik

(y � x; �

2

) + (mes(S))

�1

�

i4

U

4

(y; �)

i

d

y

S:

Therefore (6.6) implies

U

i

(x; �) = �

Z

S

G

ij

(x; y; (2)

+

�

)f

j

(y; �)d

y

S +

+

�

i4

mes(S)

Z

S

U

4

(y; �)d

y

S +

Z




+

G

ij

(x; y; (2)

+

�

)F

j

(y; �)dy:

Taking into account that in this equality U

4

(0) = 0, we obtain (8.10). �

In the sequel we will need some estimates of Green tensor. They are

collected in the following

Theorem 8.3. Let S 2 C

1;


, 0 < 
 � 1. Then for j�j = 0; 1

j@

�

x

G

ij

(x; y; (K)

+

�

)j � cjx� yj

�1�j�j

; x; y 2 


+

;

j@

�

x

G

ij

(x; y; (K)

�

�

)j � cjx� yj

�1�j�j

; x; y 2 


�

;

(8.12)

K = 1; 2; i; j = 1; 2; 3; 4:

Moreover, near the in�nity the following estimates are valid:

j@

�

x

g

ij

(x; y; (K)

�

�

)j � c(1 + jxj)

�3�j�j

(1 + jyj)

�3

;

j@

�

x

g

i4

(x; y; (K)

�

�

)j � c(1 + jxj)

�3�j�j

(1 + jyj)

�1

;

j@

�

x

g

4j

(x; y; (K)

�

�

)j � c(1 + jxj)

�1�j�j

(1 + jyj)

�3

;

(8.13)

j@

�

x

g

44

(x; y; (K)

�

�

)j � c(1 + jxj)

�1�j�j

(1 + jyj)

�1

;

K = 1; 2; i; j = 1; 2; 3:
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Proof. Applying Theorem 5.1, we obtain the estimates (8.12) exactly in the

same way as those of the classical theory of elasticity [11], [15]. We dwell

on the proof of (8.13). As an example, consider the tensor

G(x; y; (1)

�

�

) = �(x� y; �

2

)� g(x; y; (1)

�

�

);

where g satis�es the conditions (8.1) and (8.2). Therefore its columns g

(i)

=

(g

1i

; g

2i

; g

3i

; g

4i

) are represented as

g

i

j

(x; y; (1)

�

�

) =

Z

S

R

kl

(@

z

; n(z))�

lj

(z � x; �

2

) 

(i)

k

(z; y; �)d

z

S +

+�

j4

(x)

Z

S

R

kl

(@

z

; n(z))�

l4

(z) 

(i)

k

(z; y; �)d

z

S; i; j = 1; 2; 3; 4; (8.14)

where  

(i)

= ( 

(i)

1

;  

(i)

2

;  

(i)

3

;  

i

4

) is a solution of the singular integral equa-

tion

�

1

2

 

(i)

(z; y; �) +

Z

S

h

e

R(@

�

; n(�))

e

�(� � z; �

2

)

i

T

 

(i)

(�; y; �)d

�

S +

+�(z; �)

Z

S

h

R(@

�

; n(�))�(�; �

2

)

i

T

 

(i)

(�; y; �)d

�

S =

= �

(i)

(z � y; �

2

) (8.15)

with

�

(i)

= (�

1i

;�

2i

;�

3i

;�

4i

):

As is proved, the operator de�ned by the left-hand side of (8.15) is in-

vertible. Therefore [11], [21]

k 

(i)

(�; y; �)k

(S;m;�)

� ck�

(i)

(� � y; �

2

)k

(S;m;�)

: (8.16)

Taking into consideration Theorem 5.2, we obtain the required estimates

for  

(i)

, and due to (8.14), for G. �

9. Estimates of Solutions of Boundary Value Problems of

Pseudo-oscillation. Proof of the Existence of Solutions of

Dynamic Problems

This section is devoted to the investigation of properties of solutions of

boundary value problems of pseudo-oscillation. Estimates necessary for the

proof of the existence of solutions of the corresponding dynamic problems

will also be obtained therein.

Consider �rst the interior problems, namely Problem (2)

+

�

:

A(@

x

; �

2

)U(x; �) = X(x; �); x 2 


+

; (9.1)

h

R(@

y

; n(y))U(y; �)

i

+

= f(y; �); y 2 S; (9.2)
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U

4

(0; �) = 0; (9.3)

where X = (X

1

; X

2

; X

3

; 0), f = (f

1

; f

2

; f

3

; f

4

) satisfy the conditions (4.23){

(4.25). Moreover, the condition

Z

S

f

4

(y; �)d

y

S = 0 (9.4)

which is necessary and su�cient for the solvability of Problem (2)

+

�

is sup-

posed to be ful�lled. In this case, Problem (2)

+

�

has a unique regular solu-

tion. Represent it as follows: U = U

(1)

+U

(2)

, where U

(1)

is the solution of

the boundary value problem

A(@

x

; �

2

1

)U

(1)

(x; �) = 0; x 2 


+

; (9.5)

h

R(@

y

; n(y))U

(1)

(y; �)

i

+

= f(y; �); y 2 S; (9.6)

U

(1)

4

(0; �) = 0; (9.7)

with 0 < �

1

< �

0

. By virtue of (9.4), this problem has a unique regular

solution represented in terms of (8.10):

U

(1)

i

(x; �) =

= �

Z

S

h

G

ij

(x; y; (2)

+

�

1

)� �

i4

G

4j

(0; y; (2)

+

�

1

)

i

f

j

(y; �)d

y

S: (9.8)

U

(2)

is obviously the solution of the problem

A(@

x

; �

2

1

)U

(2)

(x; �) = �(�

2

� �

2

1

)EU

(2)

(x; �) +

+�(�

2

� �

2

1

)EU

(1)

(x; �) +X(x; �); x 2 


+

; (9.9)

h

R(@

y

; n(y))U

(2)

(x; �)

i

+

= 0; y 2 S; (9.10)

U

(2)

4

(0; �) = 0: (9.11)

Here E = kE

ij

k

4�4

, E

ij

= (1� �

i4

)�

ij

.

Taking into consideration (8.10), the problem (9.9){(9.11) is reduced to

the following system of integral equations with a weak singular kernel:

U

(2)

i

(x; �) � �(�

2

� �

2

1

)

3

X

j=1

Z




+

G

ij

(x; y; (2)

+

�

1

)U

(2)

j

(y; �)dy =

=

3

X

j=1

Z




+

G

ij

(x; y; (2)

+

�

1

)

h

�(�

2

� �

2

1

)U

(1)

j

(y; �) +X

j

(y; �)

i

dy; (9.12)

i = 1; 2; 3;
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U

(2)

4

(x; �)=

3

X

j=1

Z




+

h

G

4j

(x; y; (2)

+

�

1

)�G

4j

(0; y; (2)

+

�

1

)

i

�

�

h

�(�

2

� �

2

1

)U

(2)

j

(y; �)+�(�

2

� �

2

1

)U

(1)

j

(y; �) +X

j

(y; �)

i

dy; (9.13)

where U

(2)

i

, i = 1; 2; 3 and U

(2)

4

are de�ned from (9.12) and (9.13), respec-

tively.

By (9.8), the function U

(1)

(x; �) is analytic in the C

�

0

.

Consider U

(2)

. Let us prove that the homogeneous system

U

(2)

i

(x; �)��(�

2

��

2

1

)

3

X

j=1

Z




+

G

ij

(x; y; (2)

+

�

1

)U

(2)

j

(y; �)dy=0; (9.12)

0

i = 1; 2; 3;

has only the trivial solution. Let V = (V

1

; V

2

; V

3

; V

4

), where V

i

, i = 1; 2; 3,

is a solution of (9.12)

0

, and

V

4

(x; �) = �(�

2

� �

2

1

)

3

X

j=1

Z




+

h

G

4j

(x; y; (2)

+

�

1

)�

�G

4j

(0; y; (2)

+

�

1

)

i

U

j

(y; �)dy: (9.14)

Then, as is easily veri�ed,

A(@

x

; �)V (x; �) = 0; x 2 


+

;

and by (8.10),

V

i

(x; �) = �

Z

S

G

ij

(x; y; (2)

+

�

1

)h

j

(y; �)d

y

S +

+�(�

2

� �

2

1

)

3

X

j=1

Z




G

ij

(x; y; (2)

+

�

1

)V

j

(y; �)dy;

V

4

(x; �) = �

Z

S

h

G

4j

(x; y; (2)

+

�

1

)�G

4j

(0; y; (2)

+

�

1

)

i

h

j

(y; �)d

y

S +

+�(�

2

� �

2

1

)

3

X

j=1

Z




+

h

G

4j

(x; y; (2)

+

�

1

)�G

4j

(0; y; (2)

+

�

1

)

i

V

j

(y; �)dy;

where h(y; �) = [R(@

y

; n(y))V (y; �)]

+

.
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Comparing these equalities with (9.12)

0

and (9.14), we arrive at

Z

S

G

ij

(x; y; (2)

+

�

1

)h

j

(y; �)d

y

S = 0;

Z

S

h

G

4j

(x; y; (2)

+

�

1

)�G

4j

(0; y; (2)

+

�

1

)

i

h

j

(y; �)d

y

S = 0:

(9.15)

From (9.15) it follows that the problem

A(@

x

; �

1

)U(x) = 0; x 2 


+

; [R(@

y

; n(y))U(y)]

+

= h(y; �); y 2 S;

U

4

(0) = 0

has only the trivial solution, and hence h = 0. Then V is a solution of the

homogeneous Problem (2)

+

�

. Therefore V = 0.

By Fredholm's theorem, the inhomogeneous equation (9.12) is uniquely

solvable and its solution is given in terms of Fredholm's formula. The re-

solvent and the right-hand side of this expression are analytic functions of

� in the half-plane C

�

0

. Therefore U

(2)

(x; �), and hence U(x; �) will also be

analytic in C

�

0

.

Let us now pass to asymptotic with respect to � estimates of the solution.

For U

(1)

the representation

U(x; �) = V (x; �

1

;  );

is valid, where  is the solution of the equation (7.20)

f

�

1

2

 (z; �) +

Z

S

R(@

z

; n(z))�(y � z; �

2

1

) (y; �)d

y

S +

+R(@

z

; n(z))�(z; �

2

1

)

Z

S

�

T

(y; �

1

) (y; �)d

y

S = f(z; �)

which is uniquely solvable. Therefore by virtue of (4.25) and (7.5),

k (�; �)k

(S;0;�)

� ckf(�; �)k

(S;0;�)

� cj� j

�7

;

kU

(1)

(�; �)k

(


+

;k;�)

� ck (�; �)k

(S;0;�)

� cj� j

�7

; k = 0; 1;

kU

(1)

(�; �)k

(


0

;2;�)

� ck (�; �)k

(S;0;�)

� cj� j

�7

; 


0

� 


+

:

(9.16)

Let us pass now to the estimate of U

(2)

. Denote

H(x; �) = �(�

2

� �

2

1

)EU

(1)

(x; �) +X(x; �); (9.17)

Then because of (4.23) and (9.16), 8x 2 


+

, j�j = 0; 1,

H

4

(x; �) = 0; j@

�

H

i

(x; �)j � cj� j

�5

; i = 1; 2; 3: (9.18)
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The function U

(2)

satis�es in 


+

the equation

c

ijkl

@

2

U

(2)

k

(x; �)

@x

j

@x

l

�

���

2

�

ij

U

(2)

j

(x; �) + e

kij

@

2

U

(2)

4

(x; �)

@x

k

@x

j

= H

i

(x; �);

�e

ikj

@

2

U

(2)

k

(x; �)

@x

i

@x

j

+ "

kj

@

2

U

(2)

4

(x; �)

@x

k

@x

j

= 0:

(9.19)

From (9.19), taking into account the boundary condition (8.10), it is not

di�cult to obtain

Z




+

h

c

ijkl

@U

(2)

i

@x

j

�

@

(2)

U

k

@x

l

+ ��

2

U

(2)

i

(2)

U

i

+ "

kj

@U

(2)

4

@x

k

�

@U

(2)

4

@x

j

i

dx =

= �

Z




+

H

i

U

(2)

i

dx: (9.20)

Considering the di�erence between (9.20) and its complex conjugate

equality, we can see that

�(�

2

� �

2

)

3

X

i=1

kU

(2)

i

(�; �)k

2




+

= �2 Im

�

H

i

(�; �); U

(2)

i

(�; �)

�




+

If � = � + iw and 2w > � > �

0

, then j�

0

jj� j <

p

2j�

2

� �

2

j. Therefore

3

X

i=1

kU

(2)

i

(�; �)k

2




+

� cj� j

�1

3

X

i=1

�

H

i

(�; �); U

(2)

i

(�; �)

�




+

:

Taking into account the estimates for H , we obtain

kU

(2)

i

(�; �)k




+
� cj� j

�6

; i = 1; 2; 3: (9.21)

Similarly we can prove (9.21) for � > 2w. In this case, due to (2.6) and

(2.7), from (9.20) we have

�(�

2

� !

2

)(U

i

(�; �); U

i

(�; �))




+
� �Re

�

H

i

(�; �); U

(2)

i

(�; �)

�




+

:

whence by inequality 2

�1

j� j

2

� �

2

� w

2

, we again obtain (9.21).

From (9.12) and (9.13), owing to (4.25), (9.16) and Theorem 8.3, we have

jU

(2)

i

(x; �)j � cj�

2

� �

2

1

j

3

X

j=1

kU

(2)

j

(�; �)k




+
+ cj�

2

� �

2

1

jkU

(1)

(�; �)k




+
+

+ckX(�; �)k




+
� cj� j

�4

; x 2 


+

; i = 1; 2; 3; 4: (9.22)
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The equalities (9.12) and (9.13) enable us to estimate the �rst derivatives

of U

(2)

. We have

�

�

�

@U

(2)

i

(x; �)

@x

p

�

�

�

� cj�

2

� �

2

1

j

3

X

j=1

Z




+

�

�

�

@G

ij

(x; y; (2)

+

�

1

)

@x

p

�

�

�

jU

(2)

j

(y; �)jdy +

+c
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�
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+

�
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)
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p

�

�

�

jH

j

(y; �)jdy; j = 1; 2; 3; 4:

Let 
 be some domain in R

3

, F 2 C(
) and satis�es at in�nity the condition

F (x) = O(jxj

�2�q

) for some q > 0. Then for su�ciently small ",

Z




jx� yj

�2

jF (x)jdx �

�

Z




jx� yj

�3+"

(1 + jyj)

�2"

dy

�

2
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�

�

�
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�
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�
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�
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4"
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jF (y)j

1+"

1�"

�
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: (9.23)

Using this estimate for 
 = 


+

, we obtain

�

�

�

@U
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i

(x; �)
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p

�

�

�

�

� cj� j

2

� j� j

�4

1+"

1�"

j� j

�12

1�"

1+"

+ cj� j

�5

� cj� j

�5

; i = 1; 2; 3; 4: (9.24)

Finally, let us estimate the second derivatives of U

(2)

in 


0

, 


0

� 


+

. If

x 2 


0

, then

@U
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i
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p
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p

i

dy +

+

3
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+

�

1

)
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p

h
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2

� �

2

1
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j
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i
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j

(y; �) +H
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i

dy: (9.25)

Taking into account the earlier obtained estimates for �, U

(2)

and H , from

(9.25) we have

�

�

�

@

2

U

(2)

i

(x; �)

@x

p

@x

q

�

�

�

� cj� j

�2

; i = 1; 2; 3; 4; x 2 


0

:

Thus the following theorem is proved.

Theorem 9.1. If U is a solution of Problem (2)

+

�

, then U(x; �) is an ana-

lytic function in the half-plane C

�

0

for which the estimates

j@

�

x

U(x; �)j � cj� j

�4

; x 2 


+

; j�j = 0; 1;
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�

x

U(x; �)j � cj� j

�2

; x 2 


0

� 


+

; j�j = 2;

(9.26)

are valid.

Exactly in the same way, we can prove that the assertions of Theorem

9.1 are also valid for a solution of Problem (1)

+

�

.

Consider now the exterior boundary value problems, for example, Prob-

lem (1)

�

�

:

A(@

x

; �

2

)U(x; �) = X(x; �); x 2 


�

;

[U(y; �)]

�

= f(y; �); y 2 S;

lim

jxj!1

U(x; �) = 0;

(9.27)

where X and f satisfy (4.23){(4.25). Then, by Theorem 8.2, we have
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3

X
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�

g

ij

(x; y; (1)

�

�

)X

j

(y; �)dy;

i = 1; 2; 3; 4:
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Taking in this representation into account the estimates obtained in Theo-

rems 5.2, 7.5 and 8.3, we obtain for U the following estimates at in�nity:

@

�

U

i

(x; �) = O(jxj

�2�q

0

); i = 1; 2; 3; 0 < q

0

< q;

@

�

U

4

(x; �) = O(jxj

�1�j�j

):

(9.28)

Here j�j = 0; 1.

Represent U as the sum U = U

(1)

+ U

(2)

, where U

(1)

is the solution of

the problem

A(@

x

; �

2

1

)U

(1)

(x; �) = 0; x 2 


�

;

h

U

(1)

(y; �)

i

�

= f(y; �); y 2 S; (9.29)

lim

jxj!1

U

(1)

(x; �) = 0;

and U

(2)

satis�es the conditions
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x

; �

2

1
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(2)

(x; �) = �(�

2

� �

2

1

)EU

(2)

(x; �) +H(x; �); x 2 


�

;
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(2)

(y; �)]

�

= 0; y 2 S; (9.30)

lim

jxj!1

U

(2)

(x; �) = 0;

where H is de�ned from (9.17).

As it is already proved, the solution of the problem (9.29) can be repre-

sented in the form of (7.16):

U
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T
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S
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y

; n(y))�(y; �

2

1
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T

 (y; �)d

y

S; x 2 


�

; (9.31)

where  is the solution of the uniquely solvable equation

�

1

2

 (z; �) +

Z

S

[

e
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e

�(y � z; �

2

1
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T
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y
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Z

S

[R(@

y

; n(y))�(y; �

2

1

)]

T

 (y; �)d

y

S = f(z; �); z 2 S:

Therefore estimates (9.16) are valid in this case as well:

kU
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(�; �)k

(


�
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� cj� j

�7

; k = 0; 1;

kU
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(�; �)k

(


0
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�7

; 


0
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+

:

(9.32)
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Moreover, (9.31) implies that the following estimates are valid at in�nity:

j@

�

U

(1)

i

(x; �)j � c(1 + jxj)

�3�j�j

; i = 1; 2; 3;
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�

U

(1)

4

(x; �)j � c(1 + jxj)

�1�j�j

:

(9.33)

Consider now U

(2)

. It satis�es the conditions (9.30), and due to (9.28) and

(9.33), admits the following estimates at in�nity:

@

�

U

(2)

i

(x; �) = O(jxj

�2�q

0

); i = 1; 2; 3; 0 < q

0

< q;

@

�

U

(2)

4

(x; �) = O(jxj

�1�j�j

)

(9.34)

for j�j = 0; 1.

By virtue of (9.34) and (9.23), all the arguments adduced for the solution

U

(2)

of Problem (2)

+

�

remain also valid in our case. As a result, we obtain

the following

Theorem 9.2. The solution U of Problem (1)

�

�

is an analytic in the half-

plane C

�

0

function with respect to the parameter � for which the estimates
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�

x
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�4
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; j�j = 0; 1;
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�

x
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0
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+

; j�j = 2;

(9.35)

as well as the estimates (9:28) are valid.

It is not di�cult to see that this theorem is true for the solution of

Problem (2)

�

�

as well.

Let us pass now to the proof of the existence of solutions for dynamic

problems.

Theorem 9.3. If S 2 C

2;


, 0 < 
 � 1, then all the above-considered

dynamic problems are uniquely solvable.

Proof. If U is a solution of, for example, Problem (1)

+

, then, as it has

already been proved,

e

U(x; �) =

1

Z

0

e

��t

�

U(x; t)� V (x; t)

�

dt;

where V de�ned by (4.14), is a regular solution of Problem (1)

+

�

with Re � >

�

0

, and for it the assertions of Theorem 9.1 are valid.

Let us consider the inverse Laplace transform

(0)

U (x; t) =

1

2�i

�+i1

Z

��i1

e

�t

e

U(x; �)dx; � > �

0

: (9.36)
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From Theorem 9.1, it follows (see [11]) that

(0)

U belongs to the class C

2

(


+

�

�]0;1[)\C

1

(


+

�[0;+1[) and satis�es the conditions (4.15){(4.17). Then

U =

(0)

U + V will be the desired solution of Problem (1)

+

. �

Theorems for the remaining problems are proved analogously.
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