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In the present note, basing on the results of our previous work [1] we establish su�cient

conditions for the existence and uniqueness of a solution of the boundary value problem

dx(t)

dt

= g

�

t; x(�

1

(t)); : : : ; x(�

m

(t))

�

; (1)

h(x) = 0; (2)

where g : [a; b]� R

nm

! R

n

is a vector function satisfying the local Carath�eodory con-

ditions, �

i

: [a; b]! [a; b] (i = 1; : : : ;m) are measurable functions and h : C([a; b];R

n

)!

R

n

is a continuous operator.

Under solution of the system (1) we understand an absolutely continuous vector func-

tion x : [a; b] ! R

n

which almost everywhere on [a; b] satis�es it, and under solution of

the problem (1), (2) we mean a solution of the system (1) which satis�es the condition (2).

The use is made of the following notation:

I = [a; b], R =]�1;+1[ , R

+

= [0;+1[ ;

R

n

{ the space of n-dimensional column vectors x = (x

i

)

n

i=1

with x

i

2 R (i = 1; : : : ; n)

and the norm

kxk =

n

X

i=1

jx

i

j;

R

n�n

{ the space of n � n matrices X = (x

ik

)

n

i;k=1

with x

ik

2 R (i; k = 1; : : : ; n)

and the norm

kXk =

n

X

i;k=1

jx

ik

j;

R

n

+

=

n

(x

i

)

n

i=1

2 R

n

: x

i

� 0 (i = 1; : : : ; n)

o

;

R

n�n

+

=

n

(x

ik

)

n

i;k=1

2 R

n�n

: x

ik

� 0 (i; k = 1; : : : ; n)

o

;

if x; y 2 R

n

and X;Y 2 R

n�n

, then

x � y () y � x 2 R

n

+

and X � Y () Y �X 2 R

n�n

+

;

if x = (x

i

)

n

i=1

2 R

n

and X = (x

ik

)

n

i;k=1

2 R

n�n

, then

jxj = (jx

i

j)

n

i=1

; jXj = (jx

ik

j)

n

i;k=1

;
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C(I;R

n

) { the space of continuous vector functions

�

x : I ! R

n

with the norm

kxk

C

= maxfkx(t)k : t 2 Ig;

C(I;R

n

+

) =

n

x 2 C(I;R

n

) : x(t) � 0 for a � t � b

o

;

L(I;R

n

) { the space of summable vector functions x : I ! R

n

with the norm

kxk

L

=

b

Z

a

kx(t)k dt:

De�nition 1. Let P : I � R

n

0

! R

n�n

be a matrix function satisfying the local

Carath�eodory conditions. We say that a summable matrix function P

0

: I ! R

n�n

belongs to the set E

n

0

P

if there exists a sequence u

k

2 C(I;R

n

0

) (k = 1; 2; : : : ) such that

lim

k!1

t

Z

a

P(s; u

k

(s)) ds =

t

Z

a

P

0

(s) ds uniformly on I:

De�nition 2. Let l : C(I;R

n

0

) � C(I;R

n

) ! R

n

be a continuous operator. We

say that a linear operator l

0

: C(I;R

n

) ! R

n

belongs to the set E

n

0

l

if there exists a

sequence u

k

2 C(I;R

n

0

) (k = 1; 2; : : : ) such that

lim

k!1

l(u

k

; v) = l

0

(v) for v 2 C(I;R

n

):

De�nition 3. An operator h

0

: C(I;R

n

+

)! R

n

+

is said to be positively homogeneous

if for any � 2 R

+

and u 2 C(I;R

n

+

) we have h

0

(�u) = �h

0

(u). However, if for any

u; v 2 C(I;R

n

+

) satisfying u(t) � v(t) for t 2 I the inequality h

0

(u) � h

0

(v) is ful�lled,

then h

0

is said to be nondecreasing.

De�nition 4. Let Q

k

: I ! R

n�n

+

(k = 1; : : : ;m) be summable matrix functions,

�

k

: [a; b]! [a; b] (k = 1; : : : ;m) be measurable functions and h

0

: C(I;R

n

+

) ! R

n

+

be a

positively homogeneous continuous nondecreasing operator. Then the writing

(P

1

; : : : ;P

m

; l) 2 O

n

1

;n

2

Q

1

;:::;Q

m

;�

1

;:::;�

m

;h

0

means that

(i) P

k

: I � R

n

1

! R

n�n

(k = 1; : : : ; n) are matrix functions satisfying the local

Carath�eodory conditions and l : C(I;R

n

2

) � C(I;R

n

) ! R

n

is a continuous operator;

moreover, l(u; �) : C(I;R

n

)! R

n

is linear for arbitrarily �xed u 2 C(I;R

n

2

).

(ii) there exist a summable function � : I ! R

+

and a positive number �

0

such that

the inequalities

kP

k

(t; x)k � �(t) (k = 1; : : : ;m) and kl(u; v)k � �

0

kvk

C

are ful�lled on I �R

n

1

and C(I;R

n

2

) �C(I;R

n

), respectively;

(iii) for any P

0k

2 E

n

1

P

(k = 1; : : : ;m) and l

0

2 E

n

2

l

, the problem

�

�

�

dv(t)

dt

�

m

X

k=1

P

0k

(t)v(�

k

(�))

�

�

�

�

m

X

k=1

Q

k

(t)jv(�

k

(t)j; jl

0

(v)j � h

0

(jvj)

has only the trivial solution.

�

A vector or matrix function is said to be continuous, absolutely continuous,

summable, etc., if all its components have such a property.
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Theorem 1. Let on I � R

mn

the inequality

�

�

�

g(t; x

1

; : : : ; x

m

)�

m

X

k=1

P

k

(t; x

1

; : : : ; x

m

)x

k

�

�

�

�

m

X

k=1

Q

k

(t)jx

k

j+ �(t) (3)

and on C(I;R

n

) the inequality

�

�

h(x)� l(x; x)

�

�

� h

0

(jxj) + �

0

(4)

be ful�lled, where Q

k

: I ! R

n�n

+

(k = 1; : : : ;m) are summable matrix functions, � :

I ! R

n

+

is a summable vector function, h

0

: C(I;R

n

+

)! R

n

+

is a positively homogeneous

continuous nondecreasing operator, �

0

2 R

n

+

and

(P

1

; : : : ;P

m

; l) 2 O

mn;n

Q

1

;:::;Q

m

;�

1

;:::;�

m

;h

0

: (5)

Then the problem (1), (2) has at least one solution.

Scheme of the proof. For any x; y 2 C(I;R

n

) and u 2 C(I;R

n

+

), put f(x)(t) =

g(t; x(�

1

(t); : : : ; x(�

m

(t))), p(x; y)(t) =

P

m

k=1

P

k

(t; x

1

(�

1

(t); : : : ; x

m

(�

m

(t)))y(�

k

(t)) and

q

0

(u)(t) =

P

m

k=1

Q

k

(t)u(�

k

(t)). Then the system (1) and the condition (3) take respec-

tively the form

dx(t)

dt

= f(x)(t); (1

0

)

�

�

f(x)(t) � p(x; x)(t)

�

�

� q

0

(jxj)(t) + �(t): (3

0

)

Owing to the restrictions imposed on g and �

k

(k = 1; : : : ; n), the operator f :

C(I;R

n

) ! L(I;R

n

) is continuous. On the other hand, by De�nition 4 and also by

De�nition 1.3 of [1], we can show that the condition (5) implies the condition

(p; l) 2 O

n

q

0

;h

0

: (5

0

)

By Theorem 1.1 from [1], the conditions (3

0

), (4) and (5

0

) ensure the solvability of the

problem (1

0

), (2). �

According to Theorem 1, we can easily prove

Theorem 2. Let on I � R

mn

the inequality

�

�

�

g(t; x

1

; : : : ; x

m

)� g(t; y

1

; : : : ; y

m

)�

m

X

k=1

P

k

(t; x

1

; : : : ; x

m

; y

1

; : : : ; y

m

)(x

k

� y

k

)

�

�

�

�

�

m

X

k=1

Q

k

(t)jx

k

� y

k

j;

and on C(I;R

n

) the inequality

�

�

h(x)� h(y)� l(x; y; x� y)

�

�

� h

0

(jx� yj)

be ful�lled, where Q

k

: I ! R

n�n

+

(k = 1; : : : ;m) are summable matrix functions,

h

0

: C(I;R

n

+

)! R

n

+

is a positively homogeneous continuous nondecreasing operator and

(P

1

; : : : ;P

m

; l) 2 O

2mn;2n

Q

1

;:::;Q

m

;�

1

;:::;�

m

;h

0

:

Then the problem (1), (2) has a unique solution.

In the case where the matrix functions P

k

(k = 1; : : : ;m) depend only on t and

l : C(I;R

n

) ! R

n

is a linear operator, Theorems 1 and 2 will respectively take the

following form.



160

Corollary 1. Let on I �R

mn

the inequality

�

�

�

g(t; x

1

; : : : ; x

m

)�

m

X

k=1

P

k

(t)x

k

�

�

�

�

m

X

k=1

Q

k

(t)jx

k

j+ �(t)

and on C(I;R

n

) the inequality

�

�

h(x)� l(x)

�

�

� h

0

(jxj) + �

0

be ful�lled, where P

k

: I ! R

n�n

, Q

k

: I ! R

n�m

+

(k = 1; : : : ;m) are summable

matrix functions, � : I ! R

n

+

is a summable vector function, l : C(I;R

n

) ! R

n

is a

linear bounded operator and h

0

: C(I;R

n

+

)! R

n

+

is a positively homogeneous continuous

nondecreasing operator. Let, moreover, the problem

�

�

�

dv(t)

dt

�

m

X

k=1

P

k

(t)v(�

k

(t))

�

�

�

�

m

X

k=1

Q

k

(t)jv(�

k

(t))j; jl(v)j � h

0

(jvj) (6)

have only the trivial solution. Then the problem (1), (2) has at least one solution.

Corollary 2. Let on I �R

mn

the inequality

�

�

�

g(t; x

1

; : : : ; x

m

)� g(t; y

1

; : : : ; y

m

)�

m

X

k=1

P

k

(t)(x

k

� y

k

)

�

�

�

�

m

X

k=1

Q

k

(t)jx

k

� y

k

j

and on C(I;R

n

) the inequality

�

�

h(x)� h(y)� l(x� y)

�

�

� h

0

(jx� yj)

be ful�lled, where P

k

: I ! R

n�n

, Q

k

: I ! R

n�n

+

(k = 1; : : : ;m) are summable matrix

functions, l : C(I;R

n

) ! R

n

is a linear bounded operator and h

0

: C(I;R

n

+

) ! R

n

+

is

a positively homogeneous continuous nondecreasing operator such that the problem (6)

has only the trivial solution. Then the problem (1), (2) has a unique solution.

Consider now the case where the boundary conditions (2) have the form

'

�

x(t

1

); : : : ; x(t

m

0

)

�

= 0; (7)

where ' : R

m

0

n

! R

n

is a continuous vector function and t

k

2 I (i = 1; : : : ;m

0

).

For the problem (1), (7), we have from Theorem 2 the following

Corollary 3. Let: (i) for almost all t 2 I there exist

@g(t;x

1

;:::;x

m

)

@x

k

(k = 1; : : : ;m)

which are continuous with respect to x

1

; : : : ; x

m

in R

mn

and satisfy

P

1k

(t) �

@g(t; x

1

; : : : ; x

m

)

@x

k

� P

2k

(t) (k = 1; : : : ;m);

where P

1k

and P

2k

: I ! R

n�n

(k = 1; : : : ;m) are summable matrix functions;

(ii) the vector function ' have the �rst order continuous partial derivatives and

A

1k

�

@'(x

1

; : : : ; x

m

0

)

@x

k

� A

2k

(k = 1; : : : ;m

0

)

on R

m

0

n

, where A

1k

and A

2k

2 R

n�n

(k = 1; : : : ;m

0

); (iii) for any summable matrix

functions P

k

: I ! R

n�n

(k = 1; : : : ;m) and matrices A

k

2 R

n�n

(k = 1; : : : ;m

0

)

satisfying

P

1k

(t) � P

k

(t) � P

2k

(t) for t 2 I (k = 1; : : : ;m);

A

1k

� A

k

� A

2k

(k = 1; : : : ;m

0

);
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the boundary value problem

dv(t)

dt

=

m

X

k=1

P

k

(t)v(�

k

(t));

m

0

X

k=1

A

k

v(t

k

) = 0

have only the trivial solution. Then the problem (1), (7) has a unique solution.
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