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Abstract. We study the following nonlinear homogenous Dirichlet boundary p(u)-Laplacian problem

β(u)− div a(x, u,∇u) 3 f in Ω, u = 0 on ∂Ω.

The existence and partial uniqueness results of solutions for L1-data f are established.
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1 Introduction
We consider the following nonlinear elliptic p(u)-Laplacian problem with the Dirichlet boundary con-
dition

P (β, f)

{
β(u)− div a(x, u,∇u) 3 f in Ω,

u = 0 on ∂Ω,

where Ω is an open bounded domain of RN (N ≥ 3) with smooth boundary and β is a maximal mono-
tone graph on R such that 0 ∈ β(0), a is a Leray–Lions type operator and f ∈ L1(Ω). div a(x, u,∇u)
is called a p(u)-Laplacian operator, a prototype case is div(|∇u|p( · ,u)−2 · ∇u).

The problem P (β, f) is adapted to a generalized Leray–Lions framework under the assumption
that a : Ω× (R× RN ) → RN is a Carathéodory function with

a(x, z, 0) = 0 for all z ∈ R and a.e. x ∈ Ω (1.1)

satisfying the strict monotonicity assumption(
a(x, z, ξ)− a(x, z, η)

)
· (ξ − η) > 0 for all ξ, η ∈ RN , ξ 6= η, (1.2)

as well as the growth and the coercivity assumptions with variable exponent

|a(x, z, ξ)|p
′(x,z) ≤ C1

(
|ξ|p(x,z) +M(x)

)
, (1.3)

a(x, z, ξ) · ξ ≥ 1

C2
|ξ|p(x,z). (1.4)

Here, C1, C2 are positive constants and M is a positive function such that M ∈ L1(Ω).
p : Ω×R → [p−, p+] is a Carathéodory function, 1 < p− ≤ p(x, z) ≤ p+ <∞ and p′(x, z) = p(x,z)

p(x,z)−1

is the conjugate exponent of p(x, z) with

p− := ess inf
(x,z)∈Ω×R

p(x, z) and p+ := ess sup
(x,z)∈Ω×R

p(x, z).

We assume that

p− > N and p is uniformly log-Hölder continuous on Ω× [−M,M ] for all M > 0. (1.5)

Problem P (β, f) can be seen as an extension of the following problem:{
b(u)− div a(x, u,∇u) = f in Ω,

u = 0 on ∂Ω,
(1.6)

with b : R → R nondecreasing, normalized by b(0) = 0, and f ∈ L1(Ω). Andreianov et al. (see [2])
studied problem (1.6) and established the existence results for such problems with variable exponent
p(x, u), issues of uniqueness and structural stability.

Since β is nonlinear, a bounded Radon diffuse measure appears in the definition of the solution
to account of the boundary of the domain. Here, we use the notion of renormalized solution for
the problem P (β, f) in the context of variable exponent. The concept of renormalized solution was
introduced by Diperna and Lions [8]. Note that the standard Leray–Lions elliptic problem with L1

source terms is well posed in the framework of renormalized solutions.
We define Mb(Ω) as the set of bounded Radon measures in Ω. For the variable exponent π( · ),

where π( · ) is to be defined later, given µ ∈ Mb(Ω), we say that µ is diffuse with respect to the
capacity W

1,π( · )
0 (Ω) if µ(A) = 0 for every set A such that Capπ( · )(A,Ω) = 0 (see [12, 13]). For

A ⊂ Ω, we denote

Sπ( · )(A) =
{
u ∈W

1,π( · )
0 (Ω) ∩ C0(Ω) : u = 1 on A and u ≥ 0 in Ω

}
.
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The π( · )-capacity for every subset A with respect to Ω is defined by

Capπ( · )(A,Ω) = inf
u∈Sπ( · )(A)

{∫
Ω

|∇u|π( · ) dx
}
.

The set of bounded Radon diffuse measures in variable exponent setting π( · ) is denoted by Mπ( · )
b (Ω).

Moreover, we use the Young measure associated to the weak convergence method of sequences
of solution gradients to obtain some useful convergence results (cf. [1, 2, 10, 12]). We also adapt the
techniques exposed in [11] for passing to the limit in the sequence (βε(uε))ε>0 which will be defined
later.

The interest of the study of this kind of problem is due to the fact that it can model phenomena
which arise in the study of elastic mechanics (see [3]), electrorheological fluid (see [15]) or image
restoration (see [7]). In particular, in the case of image restoration, several numerical examples
suggest that the consideration of the exponent p( · , u) preserves the edges and reduces the noise of
restored images u, as presented in [16, Section 8].

The remaining part of this article is organized as follows: in the next section, we introduce some
preliminary results. In the third section, we study the existence and partial uniqueness results of
renormalized solutions for the problem P (β, f).

2 Preliminary results
• We will use the so-called truncation function

Tk(s) :=

{
s if |s| ≤ k,

k sign0(s) if |s| > k,
where sign0(s) :=


1 if s > 0,

0 if s = 0,

−1 if s < 0.

The truncation function possesses the following properties:

Tk(−s) = −Tk(s), |Tk(s)| = min
{
|s|, k

}
,

lim
k→∞

Tk(s) = s and lim
k→0

1

k
Tk(s) = sign0(s).

• We will also use the following mapping to truncate vector value-function:

hm : RN → RN , hm(λ) =

λ if |λ| ≤ m,

m
λ

|λ|
if |λ| > m,

where m > 0.

Taking into account the growth and the coercivity assumptions (1.3) and (1.4), we need to work in
the variable exponent Sobolev space Ėπ( · )(Ω) defined below (notice that the exponent π( · ) itself is
related to u by π( · ) := p( · , u( · )), so the solutions and different data will possess different integrability
properties). For the sake of completeness, we also recall the definition of variable exponent Lebesgue
and Sobolev spaces Lπ( · )(Ω) and W 1,π( · )(Ω). In the sequel, we will use the same notation Lπ( · )(Ω)
for the space (Lπ( · )(Ω))N of vector-valued functions.

Definition 2.1. Let π : Ω → [1,∞) be a measurable function.

• Lπ( · )(Ω) is the space of all measurable functions f : Ω → R such that the modular

ρπ( · )(f) :=

∫
Ω

|f |π(x) dx <∞.

If p+ is finite, this space is equipped with the Luxembourg norm

‖f‖Lπ( · )(Ω) := inf
{
λ > 0; ρπ( · )

(f
λ

)
≤ 1

}
.
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• W 1,π( · )(Ω) is the space of all functions f ∈ Lπ( · )(Ω) such that the gradient of f (taken in the
sense of distributions) belongs to Lπ( · )(Ω). If p+ is finite, the space W 1,π( · )(Ω) is equipped
with the norm

‖u‖W 1,π( · )(Ω) := ‖u‖Lπ( · )(Ω) + ‖∇u‖Lπ( · )(Ω).

W
1,π( · )
0 (Ω) is the closure of C∞

0 (Ω) in the norm of W 1,π( · )(Ω).

Further, Ėπ( · )(Ω) is the set of all f ∈W 1,1
0 (Ω) such that ∇f ∈ Lπ( · )(Ω). This space is equipped with

the norm
‖u‖Ėπ( · )(Ω) := ‖∇u‖Lπ( · )(Ω).

When 1 < p− ≤ π( · ) ≤ p+ <∞, all the above spaces are separable and reflexive Banach spaces.

Generally, W 1,π( · )
0 (Ω) ⊊ Ėπ( · )(Ω). In the present paper, we assume that π(x) = p(x, u(x)) verify

the log-Hölder continuity assumption (2.1) below. Furthermore, we denote

πε(x) := p(x, uε(x)).

Proposition 2.1 (see [1, Proposition 2.3]). For all measurable functions π : Ω → [p−, p+], the
following properties hold:

(i) Lπ( · )(Ω) and W 1,π( · )(Ω) are separable and reflexive Banach spaces.

(ii) Lπ′( · )(Ω) can be identified with the dual space of Lπ( · )(Ω), and the following Hölder type
inequality holds:

∀ f ∈ Lπ( · )(Ω), g ∈ Lπ′( · )(Ω),

∣∣∣∣ ∫
Ω

fg dx

∣∣∣∣ ≤ 2‖f‖Lπ( · )(Ω)‖g‖Lπ′( · )(Ω),

with 1
π′(x) +

1
π(x) = 1 for all x ∈ Ω.

(iii) One has ρπ( · )(f) = 1 if and only if

‖f‖Lπ( · )(Ω) = 1;

further, if ρπ( · )(f) ≤ 1, then

‖f‖p+

Lπ( · )(Ω)
≤ ρπ( · )(f) ≤ ‖f‖p−

Lπ( · )(Ω)
;

if ρπ( · )(f) ≥ 1, then
‖f‖p−

Lπ( · )(Ω)
≤ ρπ( · )(f) ≤ ‖f‖p+

Lπ( · )(Ω)
.

In particular, if (fn)n∈N is a sequence in Lπ( · )(Ω), then ‖fn‖Lπ( · )(Ω) tends to zero (resp., to infinity)
if and only if ρπ( · )(fn) tends to zero (resp., to infinity) as n→ ∞.

The following lemma prove that the space W 1,π( · )
0 (Ω) is stable by truncation (see [1, Lemma 2.9]).

Lemma 2.1. If u ∈W
1,π( · )
0 (Ω) then Tk(u) ∈W

1,π( · )
0 (Ω) for all k > 0.

Notice that Ėπ( · )(Ω) is also stable by truncation, since W 1,1
0 (Ω) is stable by truncation and

|∇Tk(u)| ≤ |∇u| ∈ Lπ( · )(Ω), whenever u ∈ Ėπ( · )(Ω).
From the results of Fan and Zhikov (see [1, Corollary 2.6]), we deduce the following

Lemma 2.2. Assume that π : Ω → [p−, p+] has a representative which can be extended to a continuous
function up to the boundary ∂Ω and satisfying the log-Hölder continuity assumption:

∃L > 0, ∀x, y ∈ Ω, x 6= y, −
(
log |x− y|

)
|π(x)− π(y)| ≤ L. (2.1)

Then D(Ω) is dense in Ėπ( · )(Ω). In particular, the spaces Ėπ( · )(Ω) and W 1,π( · )
0 (Ω) are Lipschitz

homeomorphic and hence they may be identified.
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Young measures and nonlinear weak-* convergence
Throughout the paper, we denote by δc the Dirac measure on Rd (d ∈ N) concentrated at the point
c ∈ Rd.

In the following theorem, we compile the results of Ball [4], Pedregal [14] and Hungerbühler [10]
which are needed for our purposes (we limit the statement to the case of a bounded domain Ω). It
should be noted that the results (ii), (iii) below, expressed in terms of the convergence in measure,
are very convenient for the applications we have in mind.

Theorem 2.1.

(i) Let Ω ⊂ RN , N ∈ N, and (vn)n∈N be a sequence of Rd-valued functions, d ∈ N, such that (vn)n∈N
is equi-integrable on Ω. Then there exist a subsequence (nk)k∈N and a parametrized family (νx)x
of probability measures on Rd (d ∈ N), weakly measurable in x with respect to the Lebesgue
measure on Ω, such that for all Carathéodory functions F : Ω× Rd → Rt, t ∈ N, one has

lim
k→∞

∫
Ω

F (x, vnk
) dx =

∫
Ω

∫
Rd

F (x, λ) dνx(λ) dx, (2.2)

whenever the sequence (F ( · , vn( · )))n∈N is equi-integrable on Ω. In particular,

v(x) :=

∫
Rd

λ dνx(λ) (2.3)

is the weak limit of the sequence (vnk
)k∈N in L1(Ω). The family (νx)x∈Ω is called the Young

measure generated by the subsequence (vnk
)k∈N as k → ∞.

(ii) If Ω is of finite measure and (νx)x∈Ω is the Young measure generated by a sequence (vn)n∈N,
then νx = δv(x) for a.e. x ∈ Ω ⇐⇒ vn converges in measure on Ω to v as n→ ∞.

(iii) If Ω is of finite measure, (un)n∈N generates a Dirac Young measure (δu(x))x on Rd1 , and (vn)n∈N
generates a Young measure (νx)x on Rd2 , then the sequence (un, vn)n∈N generates the Young
measure (δu(x) ⊗ νx)x on Rd1+d2 .

Whenever a sequence (vn)n∈N generates a Young measure (νx)x, following the terminology of [9],
we say that (vn)n∈N is nonlinear weak-* convergent, and (νx)x is the nonlinear weak-* limit of the
sequence (vn)n∈N. In the case when (vn)n∈N possesses a nonlinear weak-* convergent subsequence,
we say that it is nonlinear weak-* compact. Theorem 2.10(i) in [1] means that any equi-integrable
sequence of measurable functions is nonlinear weak-*compact on Ω.

Lemma 2.3 (see [1, Theorem 3.11] and [2, Step 2 of proof of Theorem 2.6]). Assume that (un)n∈N
converges a.e. on Ω to some function u, then

|p(x, un(x))− p(x, u(x))| converges in measure to 0 on Ω, and for all bounded subsets K of RN ,

sup
ξ∈K

∣∣a(x, un(x), ξ)− a(x, u(x), ξ)
∣∣ converges in measure to 0 on Ω.

In the sequel, we will give a useful convergence result.

Lemma 2.4. Let (βn)n≥1 be a sequence of maximal monotone graph such that βn → β in the sense of
graphs (i.e., for all (x, y) ∈ β, there exists (xn, yn) ∈ βn such that xn → x and yn → y). We consider
(zn)n≥1 and (wn)n≥1, two sequences of L1(Ω) such that wn ∈ βn(zn)LN a.e. in Ω. If (wn)n≥1 is
bounded in L1(Ω) and zn → z in L1(Ω), then z ∈ dom(β)LN a.e. in Ω.

The main tool of the proof of the above lemma is the “biting lemma of Chacon” (see [6]).

Lemma 2.5. Let Ω be an open bounded subset of RN and (fn)n≥1 be a bounded sequence in L1(Ω).
Then there exist f ∈ L1(Ω), a subsequence (fnk

)nk≥1 and a sequence of the measurable set (Ej)j∈N∗ ,
Ej ⊂ Ω, ∀ j ∈ N∗ with Ej+1 ⊂ Ej and lim

j→∞
|Ej | = 0 such that for any j ∈ N∗, fnk

⇀ f in L1(Ω \Ej)

as nk → ∞.
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Proof of Lemma 2.4. Since the sequence (wn)n≥1 is bounded in L1(Ω), using the “biting lemma of
Chacon”, there exist w ∈ L1(Ω), a subsequence (wnk

)nk≥1, a sequence of mesurable sets (Ej)j∈N∗ ,
Ej ⊂ Ω, ∀ j ∈ N∗ with Ej+1 ⊂ Ej and lim |Ej | = 0 and for all j ∈ N∗, wnk

⇀ w in L1(Ω \ Ej), as
nk → ∞. Since znk

⇀ z in L1(Ω) and so in L1(Ω \ Ej), ∀j ∈ N and βnk
→ β in the sense of graph,

we have w ∈ β(z) a.e. in Ω \Ej . Thus, z ∈ dom(β) a.e. in Ω \Ej . Finally, we obtain z ∈ dom(β) a.e.
in Ω.

For all measurable functions u : Ω → R we write{
|u| ≤ k (< k, > k, ⩾ k, = k)

}
or

[
|u| ≤ k (< k, > k, ⩾ k, = k)

]
for the set {

x ∈ Ω; |u(x)| ≤ k (< k, > k, ⩾ k, = k)
}
,

and meas(Ω) or |Ω| denote the measure of the set Ω.
Let us set

int(domβ) = (m,M) with −∞ ≤ m ≤ 0 ≤M ≤ ∞.

3 Existence and partial uniqueness of the renormalized
solution

We give our notion of solution of the problem P (β, f) due to Igbida et al. in [11].

Definition 3.1. For f ∈ L1(Ω), a renormalized solution of problem P (β, f) is a couple (u,w) with
u a measurable function such that Tk(u) ∈ Ėπ( · )(Ω) for all k > 0 and u ∈ dom(β)LN a.e. in Ω,
w ∈ L1(Ω) and w ∈ β(u)LN a.e. in Ω; and there exists a measure µ ∈ Mπ( · )

b (Ω) such that µ ⊥ LN ,
µ+ is concentrated on [u =M ] ∩ [u 6= ∞], µ− is concentrated on [u = m] ∩ [u 6= −∞] such that∫

Ω

wh(u)ϕdx+

∫
Ω

a(x, u,∇u)∇
(
h(u)ϕ

)
dx+

∫
Ω

h(u)ϕdµ =

∫
Ω

fh(u)ϕdx (3.1)

for all ϕ ∈ Ėπ( · )(Ω) ∩ L∞(Ω) and h ∈ C1
c (R), and

lim
M→∞

∫
[M<|u|<M+1]

a(x, u,∇u) · ∇u dx = 0.

All the terms of (3.1) are well defined. Since h(u)ϕ ∈ Ėπ( · )(Ω) ∩ L∞(Ω), the first integral of the
left-hand and right-hand sides of (3.1) are well defined. The second integral of the left-hand side is
well defined thanks to (1.3). The third integral of the left-hand side is also well defined, since the
measure µ is diffuse.
Remark 3.1. If M = ∞ and −∞ < m (resp. m = −∞ and M < ∞), then µ+ ≡ 0 (resp. µ− ≡ 0).
Thus, (3.1) holds true with µ ≡ µ+ (resp. µ ≡ µ−).

If M = ∞ and m = −∞, then the domain of β is equal to R and relation (3.1) becomes∫
Ω

a(x, u,∇u)∇(h(u)ϕ) dx+

∫
Ω

wh(u)ϕdx =

∫
Ω

fh(u)ϕdx

for all ϕ ∈ Ėπ( · )(Ω) ∩ L∞(Ω) and h ∈ C1
c (R). In the case where the domain of β is bounded, the

renormalization with h is not necessary in Definition 3.1. We can take h ≡ 1.
Now, we are going to prove the following existence result.

Theorem 3.1. Assume that (1.1)–(1.5) hold and f ∈ L1(Ω). Then there exists at least one renor-
malized solution to the problem P (β, f).



8 Noufou Sawadogo, Stanislas Ouaro

Proof. The proof of Theorem 3.1 is divided into two steps.

Step 1. The approximate problem
For every ε > 0, we consider the Yosida regularization βε of β given by

βε =
1

ε

(
I − (I + εβ)−1

)
.

Due to [5], there exists a non negative, convex and lower semicontinuous function j defined on R such
that β = ∂j.

To regularize β, we consider

jε(s) = min
r∈R

{ 1

2ε
|s− r|2 + j(r)

}
, ∀ s ∈ R, ∀ ε > 0.

Using Proposition 2.11 from [5], we have

dom(β) ⊂ dom(j) ⊂ dom(j) = dom(β),

jε(s) =
ε

2
|βε(s)|2 + j(Jε(s)), where Jε := (I + εβ)−1,

jε is convex, Frechet-differentiable and βε = ∂jε,

jε ↑ j as ε ↓ 0.

Moreover, for any ε > 0, βε is nondecreasing, Lipschitz continuous function and βε(0) = 0. Now, we
consider the following problem:

P (βϵ, f)

{
βε(uε)− div aε(x, uε,∇uε) = f in Ω,

uε = 0 on ∂Ω,

where aε(x, z, ξ) = a(x, z, ξ) + ε|ξ|p+−2ξ and f ∈ L1(Ω), aε satisfies assumptions (1.1)–(1.4) with
p(x, z) replaced by the constant exponent p+ (see [13, Lemma 3.1]). Since p+ ≥ p− > N , L1(Ω) ⊂
W−1,(p+)′(Ω), we have f ∈ W−1,(p+)′(Ω). Therefore, there exists a weak solution uε ∈ W

1,p+

0 (Ω) of
the problem P (βε, f) in the sense

βε(uε)− div aε(x, uε,∇uε) = f in D′(Ω), (3.2)

thanks to [1, Theorem 3.11] and [13, Remark 3.2].

Step 2. A priori estimates
This part is divided into several assertions and lemmas.

Assertion 3.1. The sequence (βε(uε))ε>0 is uniformly bounded in L1(Ω).

Proof. For all ϕ ∈ D(Ω), using (3.2), we obtain∫
Ω

[
βε(uε)ϕ+ a(x, uε,∇uε)∇ϕ+ ε|∇uε|p+−2∇uε∇ϕ

]
dx =

∫
Ω

fϕ dx. (3.3)

Taking ϕ = Tk(uε) in (3.3), we get∫
Ω

[
βε(uε)Tk(uε) + a(x, uε,∇uε)∇Tk(uε) + ε|∇uε|p+−2∇uε∇Tk(uε)

]
dx =

∫
Ω

fTk(uε) dx.

Since all the terms of the left-hand side of the above equality are nonnegative, we deduce that∫
Ω

βε(uε)Tk(uε) dx ≤
∫
Ω

fTk(uε) dx,
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which implies that ∫
Ω

βε(uε)Tk(uε) dx ≤ k‖f‖L1(Ω).

Dividing the above inequality by k and letting k tend to 0, we obtain∫
Ω

|βε(uε)| dx ≤ ‖f‖L1(Ω).

Assertion 3.2. One has ∫
Ω

|∇uε|πε( · ) dx ≤ K1 (3.4)

and
‖uε‖W 1,p−

0 (Ω)
≤ K2. (3.5)

Proof. Using (1.4) with variable exponent p(x, uε(x)) on a(x, uε,∇uε) and (3.3), uε satisfies∫
Ω

βε(uε)uε dx+
1

C2

∫
Ω

|∇uε|πε( · ) dx+ ε

∫
Ω

|∇uε|p+ dx =

∫
Ω

fuε dx. (3.6)

Applying Young’s inequality to the right-hand side of (3.6) and the fact that

f ∈ L1(Ω) ⊂W−1,(p+)′(Ω) ⊂W−1,(p−)′(Ω),

we get∫
Ω

fuε dx ≤
∫
Ω

|f ||uε| dx ≤ ‖f‖
W−1,(p−)′ (Ω)

‖uε‖W 1,p−
0 (Ω)

= ‖f‖
W−1,(p−)′ (Ω)

‖∇uε‖Lp− (Ω)

=
(2C2

p−

) 1
p− ‖f‖

W−1,(p−)′ (Ω)

( p−
2C2

) 1
p− ‖∇uε‖Lp− (Ω)

≤ 1

(p−)′

(2C2

p−

) (p−)′

p− ‖f‖(p−)′

W−1,(p−)′ (Ω)
+

1

2C2
‖∇uε‖p−

Lp− (Ω)
. (3.7)

Moreover, as p− < πε( · ), we have

‖∇uε‖p−
Lp− (Ω)

=

∫
Ω

|∇uε|p− dx ≤ meas(Ω) +
∫
Ω

|∇uε|πε( · ) dx. (3.8)

Combining (3.6), (3.7) and (3.8), it follows that∫
Ω

βε(uε)uε dx+
1

2C2

∫
Ω

|∇uε|πε( · ) dx+ ε

∫
Ω

|∇uε|p+ dx ≤ Const(p−,Ω, f), (3.9)

where

Const(p−,Ω, f) =
1

(p−)′

(2C2

p−

) (p−)′

p− ‖f‖(p−)′

W−1,(p−)′ (Ω)
+

meas(Ω)
2C2

.

From (3.9), we deduce that∫
Ω

|∇uε|πε( · ) dx ≤ 2C2 Const(p−,Ω, f) := K1. (3.10)

Thus, thanks to (3.8) and (3.10), we infer

‖uε‖W 1,p−
0 (Ω)

≤ K2.
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Remark 3.2. Using (3.5) and the compact embedding W 1,p−
0 (Ω) ↪→ Lp−(Ω), for some subsequence

still labelled with ε and some function u, one gets

uε ⇀ u in W 1,p−
0 (Ω) as ε→ 0,

∇uε ⇀ ∇u in Lp−(Ω) as ε→ 0, (3.11)
uε → u in Lp−(Ω) as ε→ 0,

uε → u a.e. in Ω as ε→ 0. (3.12)

Assertion 3.3. The sequence (∇uε)ε>0 converges to a Young measure νx(λ) on RN in the sense of
nonlinear weak-* convergence and

∇u =

∫
RN

λ dνx(λ). (3.13)

Proof. From (3.11) and (3.12), up to a subsequence still labelled with ε, uε converges a.e. in Ω to
a limit u and ∇uε weakly converges to ∇u in Lp−(Ω). Furthermore, (∇uε)ε>0 is bounded, so it is
equi-integrable on Ω. Thus, using the representation of a weakly convergent sequences in L1(Ω) in
terms of Young measures (see Theorem 2.1 and formula (2.3)), we can write

∇u =

∫
RN

λ dνx(λ).

Assertion 3.4. |λ|π( · ) is integrable with respect to the measure νx(λ) dx on RN × Ω and ∇u ∈
Lπ( · )(Ω).

Proof. We know that πε converges in measure to π. Using Theorem 2.1 (ii) and (iii), it follows that
(πε,∇uε)ε>0 converges in R × RN to the Young measure µx = δπ(x) ⊗ νx. Thus, we can apply the
weak convergence properties (2.2) to the Carathéodory function

Fm : (x, λ0, λ) ∈ Ω× (R× RN ) 7−→ |hm(λ)|λ0

with m ∈ N, where hm is defined in the preliminary, to get∫
Ω×RN

|hm(λ)|π( · ) dνx(λ) dx =

∫
Ω×(R×RN )

|hm(λ)|λ0 dµx(λ0, λ) dx

=

∫
Ω

∫
R×RN

Fm(x, λ0, λ) dµx(λ0, λ) dx = lim
ε→0

∫
Ω

Fm(x, πε(x),∇uε(x)) dx

= lim
ε→0

∫
Ω

|hm(∇uε)|πε( · ) dx ≤ lim
ε→0

∫
Ω

|∇uε|πε( · ) dx ≤ K1.

Since hm(λ) → λ as m → ∞, using the Lebesgue dominated convergence theorem, as m 7→ hm(λ) is
increasing, we deduce that ∫

Ω×RN

|λ|π( · ) dνx(λ) dx ≤ K1.

Hence, |λ|π( · ) is integrable with respect to the measure νx(λ) dx in RN × Ω.
Now, we prove that ∇u ∈ Lπ( · )(Ω). Using (3.13), the Jensen inequality and the last inequality,

we get ∫
Ω

|∇u|π( · ) dx =

∫
Ω

∣∣∣∣ ∫
RN

λ dνx(λ)

∣∣∣∣π( · ) dx ≤
∫

Ω×RN

|λ|π( · ) dνx(λ) dx ≤ K1.

Thus, ∇u ∈ Lπ( · )(Ω).
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Assertion 3.5. The sequence (Φε)ε>0, defined by Φε := a(x, uε,∇uε), is equi-integrable on Ω.

Proof. Using (1.3) with the exponent πε( · ), we obtain

|a(x, uε,∇uε)|π
′
ε( · ) ≤ C1

(
|∇uε|πε( · ) +M(x)

)
.

The above inequality gives us

|a(x, uε,∇uε)| ≤ C
((

1 + |∇uε|πε( · )
)
+M(x)

) 1
π′
ε( · )

≤ C
(
(1 +M(x))

1
π′
ε( · ) + |∇uε|

πε( · )
π′
ε( · )

)
≤ C

(
1 +M(x) + |∇uε|πε( · )−1

)
.

For all sets E ⊂ Ω,∫
E

|a(x, uε,∇uε)| dx ≤ C

∫
E

(1 +M(x)) dx+ C ′∥∥ |∇uε|πε( · )−1
∥∥
Lπ′

ε( · )(Ω)
‖χ

E
‖Lπε( · )(Ω), (3.14)

where C ′ = const(p−). The first term of the right-hand side of the last inequality is small for meas(E)
small enough, since 1 +M ∈ L1(Ω).

According to Proposition 2.1, we obtain

‖χ
E
‖Lπε( · )(Ω) ≤ max

{
ρπε( · )(χE

)
1

p+ ; ρπε( · )(χE
)

1
p−

}
= max

{
(meas(E))

1
p+ , (meas(E))

1
p−

}
.

Analogously,∥∥ |∇uε|πε( · )−1
∥∥
Lπ′

ε( · )(Ω)
≤ max

{(
ρπ′

ε( · )
(
|∇uε|πε( · )−1

) 1
(p′)+

)
,
(
ρπ′

ε( · )
(
|∇uε|πε( · )−1

) 1
(p′)−

)}
= max

{(∫
Ω

|∇uε|πε( · )
) 1

(p′)+
,

(∫
Ω

|∇uε|πε( · )
) 1

(p′)−
}
.

Using (3.4) and (3.14),
∫
E

|a(x, uε,∇uε)| dx is small for meas(E) small enough.

Hence, (Φε)ε>0 is equi-integrable.

Assertion 3.6 (see [13], Assertion 3.4). The weak limit Φ of (Φε)ε>0 (or of a subsequence) belongs
to Lπ′( · )(Ω) and

Φ(x) =

∫
RN

a(x, u(x), λ) dνx(λ).

Assertion 3.7. ∫
Ω

Φ · ∇u dx ≥
∫

Ω×RN

a(x, u(x), λ) · λ dνx (λ) dx. (3.15)

Proof. For all ϕ ∈ D(Ω) in (3.2), we have∫
Ω

βε(uε)ϕdx+

∫
Ω

a(x, uε,∇uε) · ∇ϕdx+ ε

∫
Ω

|∇uε|p+−2∇uε∇ϕdx =

∫
Ω

fϕ dx. (3.16)

First of all, we recall that (βε(uε))ε>0 is uniformly bounded in L1(Ω). Then, up to a subsequence still
labelled with ε, there exists z ∈ Mb(Ω) such that

βε(uε)⇀
∗ z in Mb(Ω) as ε→ 0. (3.17)
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Thus, letting ε tend to 0 in (3.16), we obtain∫
Ω

ϕdz +

∫
Ω

Φ · ∇ϕdx =

∫
Ω

fϕ dx, (3.18)

by virtue of (3.17), Assertion 3.6 and (3.9).
Using the density argument, we can replace ϕ with uε in (3.16) to get∫

Ω

βε(uε)uε dx+

∫
Ω

a(x, uε,∇uε) · ∇uε dx+ ε

∫
Ω

|∇uε|p+ dx =

∫
Ω

fuε dx. (3.19)

Moreover, u ∈ W
1,p−
0 (Ω) ⊂ C0,α(Ω) and p( · , · ) is locally uniformly log-Hölder continuous, then the

exponent π( · ) verifies (2.1). Therefore, D(Ω) is dense in Ėπ( · )(Ω), so, we change ϕ by u in (3.18) to
obtain ∫

Ω

u dz +

∫
Ω

Φ · ∇u dx =

∫
Ω

fu dx. (3.20)

By Fatou’s lemma, we get
lim inf
ε→0

∫
Ω

βε(uε)uε dx ≥
∫
Ω

u dz. (3.21)

Furthermore, the sequence (fuε)ε>0 converges a.e. in Ω to fu and
|fuε| ≤ |f‖|uε‖L∞(Ω).

Since (uε)ε>0 is also uniformly bounded in L∞(Ω), applying Lebesgue dominated convergence Theo-
rem, we obtain

lim
ε→0

∫
Ω

fuε dx =

∫
Ω

fu dx. (3.22)

Combining (3.21) and (3.22), it follows that

lim inf
ε→0

∫
Ω

fuε dx−
∫
Ω

u dz ≥ lim inf
ε→0

∫
Ω

(fuε − βε(uε)uε) dx.

Using (3.19), (3.20), (3.22), the last inequality and the definition of Φε, we infer∫
Ω

Φ · ∇u dx ≥ lim inf
ε→0

∫
Ω

(
Φε · ∇uε + ε|∇uε|p+

)
dx ≥ lim inf

ε→0

∫
Ω

Φε · ∇uε dx.

Hence, ∫
Ω

Φ · ∇u dx ≥ lim inf
ε→0

∫
Ω

Φε · ∇uε dx. (3.23)

By Lemma 2.1 in [1], m 7→ a(x, uε, hm(∇uε)) · hm(∇uε) is increasing and converges to a(x, uε,∇uε) ·
∇uε for m large enough. Then

a(x, uε, hm(∇uε)) · hm(∇uε) ≤ a(x, uε,∇uε) · ∇uε.

Therefore, using (3.23) and Theorem 2.1, we have∫
Ω

Φ · ∇u dx ≥ lim inf
ε→0

∫
Ω

Φε · ∇uε dx

≥ lim
ε→0

∫
Ω

a(x, uε, hm(∇uε)) · hm(∇uε) dx

=

∫
Ω×RN

a(x, u, hm(λ)) · hm(λ) dνx(λ) dx. (3.24)

Using in (3.24) the Lebesgue dominated convergence Theorem as m tends to ∞, we get (3.15).
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Assertion 3.8 (see [13], Assertion 3.6 and Assertion 3.7).

(i) The following “div-curl” inequality holds:∫
Ω×RN

(
a(x, u(x), λ)− a(x, u(x),∇u(x))

)
(λ−∇u(x)) dνx(λ) dx ≤ 0.

(ii) Φ(x) = a(x, u(x),∇u(x)) a.e. x ∈ Ω and ∇uε converges to ∇u in measure on Ω as ε→ 0.

Lemma 3.1.

(i) (∇uε)ε>0 is uniformly bounded in L1(Ω).

(ii) (uε)ε>0 is uniformly bounded in L1(Ω).

(iii) u ∈ dom(β) LN -a.e. in Ω and Tk(u) ∈ Ėπ( · )(Ω).

Proof.
(i) Since p− > 1, we have∫

Ω

|∇uε| dx ≤
∫
Ω

(
1 + |∇uε|p−

)
dx ≤ meas(Ω) + C,

with C being a positive constant depending on K2 and p−. Thus, as Ω is bounded, (i) follows.
(ii) We firstly recall that W 1,p−

0 (Ω) ↪→ Lp−(Ω) (compact embedding). So, there exists a positive
constant C such that

‖uε‖Lp− (Ω) ≤ C‖uε‖W 1,p−
0 (Ω)

.

So, ∫
Ω

|uε| dx ≤
∫
Ω

(
1 + |uε|p−

)
dx ≤ Const(Ω,K2, p−).

(iii) Since (βε(uε))ε>0 is uniformly bounded in L1(Ω) and uε → u in L1(Ω) as ε → 0, it follows
that u ∈ dom(β) LN -a.e. in Ω, due to Lemma 2.4. Moreover, u ∈ W

1,p−
0 (Ω) ⊂ W 1,1

0 (Ω), due to
Assertion 3.2. Thus Assertion 3.4 yields u ∈ Ėπ( · )(Ω). Since Ėπ( · )(Ω) is stable by truncation and
u ∈ Ėπ( · )(Ω), it follows that Tk(u) ∈ Ėπ( · )(Ω).

Lemma 3.2. For all ϕ ∈ D(Ω) and h ∈ C1
c (R),∫

Ω

a(x, uε,∇uε) · ∇(h(uε)ϕ) dx −→
∫
Ω

a(x, u,∇u) · ∇(h(u)ϕ) dx as ε→ 0. (3.25)

Proof. First of all,

a(x, uε,∇uε) · ∇(h(uε)ϕ) −→ a(x, u,∇u) · ∇(h(u)ϕ) a.e. in Ω as ε→ 0,

by (3.12) and Assertion 3.8(ii). It remains to prove that (a(x, uε,∇uε) · ∇(h(uε)ϕ))ε>0 is equi-
integrable, and one can use Vitali’s convergence theorem to obtain the convergence in L1(Ω).

Let E ⊂ Ω, it follows from Young’s inequality that∫
E

∣∣a(x, uε,∇uε) · ∇(h(uε)ϕ)
∣∣ dx ≤

∫
E

|a(x, uε,∇uε)|π
′
ε( · )

π′
ε( · )

dx+

∫
E

|∇(h(uε)ϕ)|πε( · )

πε( · )
dx

≤
∫
E

|a(x, uε,∇uε)|π
′
ε( · ) dx+

∫
E

|∇(h(uε)ϕ)|πε( · ) dx. (3.26)
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Using (1.3) for the first term of the right-hand side of (3.26), we have∫
E

|a(x, uε,∇uε)|π
′
ε( · ) ≤

∫
E

C1

(
M(x) + |∇uε|πε( · )

)
dx.

So,
∫
E

|a(x, uε,∇uε)|π
′
ε( · ) dx is small for meas(E) small enough, since M+ |∇uε|πε( · ) ∈ L1(Ω).

For the second term of the right-hand side of (3.26), we first recall that

∇(h(uε)ϕ) = h(uε)∇ϕ+ h′(uε)ϕ∇uε.

Since h ∈ C1
c (R) and ϕ ∈ L∞(Ω), we have |h′(uε)ϕ| ≤ C3 and |h(uε)| ≤ C4. It follows that

|∇(h(uε)ϕ)| ≤ |h(uε)∇ϕ|+ |h′(uε)ϕ∇uε| ≤ C4|∇ϕ|+ C3|∇uε|.

We recall that
1

2p
(a+ b)p ⩽ 1

2
(ap + bp)

for all a, b > 0 and p > 1. Thus, for all set E ⊂ Ω,∫
E

|∇(h(uε)ϕ)|πε( · ) dx ≤
∫
E

2πε( · )−1
[(
C4|∇ϕ|

)πε( · )
+

(
C3|∇uε|

)πε( · )
]
dx

≤
∫
E

2p+−1
[
1 +

(
C4|∇ϕ|

)p+
+

(
C3|∇uε|

)πε( · )
]
dx. (3.27)

From Assertion 3.2 and the density argument between D(Ω) and W
1,p+

0 (Ω), it follows that
(C3|∇uε|)πε( · ) ∈ L1(Ω) and (C4|∇ϕ|)p+ ∈ L1(Ω). So, the left-hand side of (3.27) is small for meas(E)
small enough. Therefore,

∫
E

|a(x, uε,∇uε) · ∇(h(uε)ϕ)| dx is small for meas(E) small enough. Hence,

(a(x, uε,∇uε) · ∇(h(uε)ϕ))ε>0 is equi-integrable. Finally, (3.25) follows from Vitali’s convergence
theorem.

Lemma 3.3. (u,w) is a solution of the problem P (β, f).

Proof. First of all, we need to pass to the limit in βε(uε).
Let us consider ϕ ∈ D(Ω), h ∈ C1

c (R) and h(uε)ϕ as a test function in (3.3). We have∫
Ω

a(x, uε,∇uε) · ∇(h(uε)ϕ) dx

+ ε

∫
Ω

|∇uε|p+−2∇uε · ∇(h(uε)ϕ) dx+

∫
Ω

βε(uε)h(uε)ϕdx =

∫
Ω

fh(uε)ϕdx. (3.28)

Since (βε(uε))ε>0 is uniformly bounded in L1(Ω), up to a subsequence still labelled with ε, there exists
z ∈ Mb(Ω) such that

βε(uε)⇀
∗ z in Mb(Ω) as ε→ 0

and
h(uε)ϕ→ h(u)ϕ in C0(Ω) as ε→ 0

for all ϕ ∈ D(Ω).
We also recall that (Mb(Ω))

′ = C0(Ω). Then

lim
ε→0

∫
Ω

βε(uε)h(uε)ϕdx =

∫
Ω

h(u)ϕdz. (3.29)



Multivalued Nonlinear Dirichlet Boundary p(u)-Laplacian Problem 15

Using the Lebesgue dominated convergence theorem, we get

lim
ε→0

∫
Ω

fh(uε)ϕdx =

∫
Ω

fh(u)ϕdx. (3.30)

For the first term of the left-hand side of (3.28), we have

lim
ε→0

∫
Ω

a(x, uε,∇uε) · ∇(h(uε)ϕ) dx =

∫
Ω

a(x, u,∇u) · ∇(h(u)ϕ) dx, (3.31)

due to Lemma 3.2. For the second term of the left-hand side of (3.28), we get

lim
ε→0

ε

∫
Ω

|∇uε|p+−2∇uε · ∇(h(uε)ϕ) dx = 0. (3.32)

So, using (3.29), (3.30), (3.31) and (3.32), from (3.28) we infer that∫
Ω

h(u)ϕdz =

∫
Ω

fh(u)ϕdx−
∫
Ω

a(x, u,∇u) · ∇(h(u)ϕ) dx (3.33)

for all ϕ ∈ D(Ω).

Remark 3.3. Since u ∈ W
1,p−
0 (Ω) ⊂ C0,α(Ω) for p− > N and p( · , · ) is locally uniformly log-Hölder

continuous, p( · , u( · )) := π( · ) verifies (1.5). Therefore, D(Ω) is dense in Ėπ( · )(Ω). Thus, relation
(3.33) holds true with ϕ ∈ Ėπ( · )(Ω) ∩ L∞(Ω).

In other words, ∫
Ω

h(u)ϕdz =

∫
Ω

fh(u)ϕdx−
∫
Ω

a(x, u,∇u) · ∇(h(u)ϕ) dx (3.34)

for all ϕ ∈ Ėπ( · )(Ω) ∩ L∞(Ω), which implies that z ∈ Mπ( · )
b (Ω), since, by Lemma 2.2, the spaces

Ėπ( · )(Ω) and W 1,π( · )
0 (Ω) can be identified.

Now, we give a Radon–Nikodym decomposition result of the measure z.

Lemma 3.4. The Radon–Nikodym decomposition of the measure z, given by (3.34) with respect to LN ,

z = wLN + µ with µ ⊥ LN ,

satisfies the following properties:
w ∈ β(u)LN -a.e. in Ω, w ∈ L1(Ω), µ ∈ Mπ( · )

b (Ω),

µ+ is concentrated on [u =M ] ∩ [u 6= ∞] and
µ− is concentrated on [u = m] ∩ [u 6= −∞].

Proof. For the proof of Lemma 3.4, we use the arguments of [11, Lemma 3.2].
Let (zε)ε>0 be a subsequence of (βε(uε))ε>0 such that zε ⇀∗ z in Mb(Ω).
Since, for any ε > 0, zε ∈ ∂jε(uε), we have

j(t) ≥ jε(t) ≥ jε(uε) + (t− uε)zεLN -a.e. in Ω, ∀ t ∈ R,

for any h ∈ C1
c (R), h ≥ 0 and ψ ≥ 0, it follows that

ψh(uε)j(t) ≥ ψh(uε)jε(uε) + (t− uε)ψh(uε)zεLN -a.e. in Ω, ∀ t ∈ R.

Moreover, for any 0 < ε < ε̃,

ψh(uε)j(t) ≥ ψh(uε)jε̃(uε) + (t− uε)ψh(uε)zεLN -a.e. in Ω, ∀ t ∈ R,
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and integrating over Ω, we get∫
Ω

ψh(uε)j(t) dx ≥
∫
Ω

ψh(uε)jε̃(uε) dx+

∫
Ω

(t− uε)ψh(uε)zε dx.

As ε→ 0, using Fatou’s Lemma, we obtain∫
Ω

ψh(u)j(t) dx ≥
∫
Ω

ψh(u)jε̃(u) dx+ lim inf
ε→0

∫
Ω

(t− uε)ψh(uε)zε dx.

Now, for any ψ ∈ C1
c (Ω) and t ∈ R, let h̃(r) = (t− r)h(r), we arrive at

lim
ε→0

∫
Ω

(t− uε)ψh(uε)zε dx = lim
ε→0

∫
Ω

h̃(uε)ψzε dx =

∫
Ω

(t− u)h(u)ψ dz.

So, ∫
Ω

ψh(u)j(t) dx ≥
∫
Ω

ψh(u)jε̃(u) dx+

∫
Ω

(t− u)h(u)ψ dz.

As ε̃→ 0, using Fatou’s Lemma, we get∫
Ω

ψh(u)j(t) dx ≥
∫
Ω

ψh(u)j(u) dx+

∫
Ω

(t− u)h(u)ψ dz.

From the last inequality, we infer

h(u)j(t) ≥ h(u)j(u) + (t− u)h(u)z in Mb(Ω), ∀ t ∈ R. (3.35)

Using the Radon–Nikodym decomposition of z, we find that z = wLN + µ with µ ⊥ LN , w ∈ L1(Ω),
and then, comparing the regular and singular parts of (3.35), for any h ∈ C1

c (R), we obtain

h(u)j(t) ≥ h(u)j(u) + (t− u)h(u)wLN (Ω)-a.e. in Ω, ∀ t ∈ R (3.36)

and
(t− u)h(u)µ ≤ 0 in Mb(Ω), ∀ t ∈ dom(j). (3.37)

From (3.36), we get
j(t) ≥ j(u) + (t− u)wLN (Ω) a.e. in Ω, ∀ t ∈ R.

So, w ∈ ∂j(u)LN (Ω). Relation (3.37) implies that for any t ∈ dom(j),

µ ≥ 0 in [u ∈ (t,+∞) ∩ supp(h)] (3.38)

and
µ ≤ 0 in [u ∈ (−∞, t) ∩ supp(h)]. (3.39)

In particular, this implies that
µ
(
[m < u < M ]

)
= 0.

Furthermore, if m 6= −∞ (resp. M 6= ∞), then (3.38) (resp. (3.39)) implies that

µ+ is concentrated on [u =M ] ∩ [u 6= ∞] (resp. µ− is concentrated on [u = m] ∩ [u 6= −∞]).

By the construction of measure z, it is obvious that

µ([u = ±∞]) = 0.
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Furthermore, using the Radon–Nikodym decomposition of measure z, the first term of (3.34)
becomes ∫

Ω

h(u)ϕdz =

∫
Ω

h(u)wϕdx+

∫
Ω

h(u)ϕdµ. (3.40)

Combining (3.34) and (3.40), we infer∫
Ω

h(u)wϕdx+

∫
Ω

a(x, u,∇u) · ∇(h(u)ϕ) dx+

∫
Ω

h(u)ϕdµ =

∫
Ω

fh(u)ϕdx (3.41)

for all ϕ ∈ Ėπ( · )(Ω) ∩ L∞(Ω).
To end the proof of Theorem 3.1, it remains to prove that

lim
M→∞

∫
[M<|u|<M+1]

a(x, u,∇u) · ∇u dx = 0. (3.42)

Since |∇u| ∈ Lπ( · )(Ω), using (1.3) with a variable exponent π( · ), a(x, u,∇u) ∈ Lπ′( · )(Ω), and it
follows from Hölder type inequality with a variable exponent that a(x, u,∇u) · ∇u ∈ L1(Ω).
Moreover, using Lemma (3.1)(ii) and Fatou’s Lemma,

∫
Ω

|u| dx <∞. Therefore,∫
Ω

|u| dx ≥
∫

[|u|≥M ]

|u| dx ≥M meas
(
[|u| ≥M ]

)
.

Then
meas

(
[|u| ≥M ]

)
≤ 1

M

∫
Ω

|u| dx ≤ C

M
(3.43)

for any M > 0 and C being a positive constant not depending of M . Now, we have∫
[M<|u|<M+1]

a(x, u,∇u) · ∇u dx ≤
∫

[|u|>M ]

a(x, u,∇u) · ∇u dx ≤
∫

[|u|≥M ]

a(x, u,∇u) · ∇u dx.

Since meas([|u| ≥M ]) → 0 asM → ∞, taking into account (3.43) and the fact that a(x, u,∇u) ·∇u ∈
L1(Ω), we get

lim
M→∞

∫
[|u|≥M ]

a(x, u,∇u) · ∇u dx = 0.

Hence,
lim

M→∞

∫
[M<|u|<M+1]

a(x, u,∇u) · ∇u dx = 0.

Finally, using Lemma 3.1, Lemma 3.4, (3.41) and (3.42), we deduce that (u,w) is a solution of problem
P (β, f).

This concludes the proof of the existence result.

In order to prove the partial uniqueness result, we make the following hypotheses on the function
a, namely, the local Lipschitz continuity with respect to z.

For all bounded subsets K of R× RN , there exists a constant C(K) such that

a.e. x ∈ Ω, for all (z, η), (z̃, η) ∈ K,
∣∣a(x, z, η)− a(x, z̃, η)

∣∣ ≤ C(K)|z − z̃|. (3.44)

Remark 3.4. Let (u,w) be a solution of the problem P (β, f), then u ∈ C(Ω), since u ∈W
1,p−
0 (Ω) and

p− > N . Moreover, if u is a Lipschitz continuous function, then u ∈W 1,∞(Ω).
Indeed, Ω is an open bounded domain with a smooth boundary ∂Ω, so, the space of Lipschitz

functions C0,1(Ω) and W 1,∞(Ω) are homeomorphic and they can be identified. The uniqueness in the
sense of Theorem 3.1 seems difficult to demonstrate. Therefore, our partial uniqueness result reduces
to the case where the domain of β is bounded.
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Theorem 3.2. Suppose (1.1)–(1.5) and (3.44) are satisfied, and M in (1.3) can be taken as a constant.
Assume that −∞ < m ≤ 0 ≤ M < ∞. Moreover, assume that f ∈ L1(Ω) such that the problem
P (β, f) has a solution (u,w) in the sense that u is a measurable and Lipschitz continuous function
with Tk(u) ∈ Ėπ( · )(Ω) for all k > 0 and u ∈ dom(β)LN a.e. in Ω, w ∈ L1(Ω) and w ∈ β(u)LN a.e.
in Ω; and there exists a measure µ ∈ Mπ( · )

b (Ω) such that µ ⊥ LN , µ+ is concentrated on [u = M ],
µ− is concentrated on [u = m] and∫

Ω

wϕdx+

∫
Ω

a(x, u,∇u)∇ϕdx+

∫
Ω

ϕdµ =

∫
Ω

fϕ dx, (3.45)

for all ϕ ∈ Ėπ( · )(Ω) ∩ L∞(Ω).
Then any other solution (ũ, w̃) of the problem P (β, f) in the sense of equality (3.45) partially

coincides with (u,w), i.e.,
w = w̃ a.e. in Ω and µ = µ̃.

Remark 3.5. Establishing a partial uniqueness result without Lipschitz continuous assumption on u
and condition (3.44) seems to be a rather difficult task, since there is no a priori guarantee that distinct
solutions u1 and u2 are in a same test space. The uniqueness result is valid for W 1,∞-solutions.

Proof of Theorem 3.2. First of all, we complete the proof of the existence by proving the relation
(3.45). Here, we consider the function hk, where k is a positive constant such that{

hk ∈ C1
c (R), hk(s) ≥ 0, ∀ s ∈ R,

hk(s) = 1 if |s| < k and hk(s) = 0 if |s| ≥ k.

Since the domain of β is bounded and equality (3.41) holds for any h ∈ C1
c (R), we take h(s) = hk(s) = 1

for all s ∈ [m,M ] ⊊ [−k, k] = supp(hk), which implies∫
Ω

wϕdx+

∫
Ω

a(x, u,∇u) · ∇ϕdx+

∫
Ω

ϕdµ =

∫
Ω

fϕ dx,

for all ϕ ∈ Ėπ( · )(Ω) ∩ L∞(Ω).
Now, we prove the partial uniqueness result (for more details, see [2, Proof of Theorem 2.8]

and [13, Proof of Theorem 3.7]).
Let (u1, w1) be a solution of the problem P (β, f), where u1 is a Lipschitz continuous function, and

(u2, w2) is another solution to problem P (β, f) in the sense of equality (3.45).
Let φ := 1

kTk(u1 − u2), then φ is an admissible test function in the formulations for both (u1, w1)
and (u2, w2). Thus, with this test function, we have∫

Ω

w1
1

k
Tk(u1 − u2) dx+

1

k

∫
Ω

a(x, u1,∇u1) · ∇(u1 − u2)χ[0<|u1−u2|<k]
dx

+

∫
Ω

1

k
Tk(u1 − u2) dµ1 =

∫
Ω

f
1

k
Tk(u1 − u2) dx (3.46)

and∫
Ω

w2
1

k
Tk(u1 − u2) dx+

1

k

∫
Ω

a(x, u2,∇u2) · ∇(u1 − u2)χ[0<|u1−u2|<k]
dx

+

∫
Ω

1

k
Tk(u1 − u2) dµ2 =

∫
Ω

f
1

k
Tk(u1 − u2) dx. (3.47)
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We substract (3.46) and (3.47) to get

1

k

∫
Ω

(
a(x, u1,∇u1)− a(x, u2,∇u2)

)
· ∇(u1 − u2)χ[0<|u1−u2|<k] dx

+

∫
Ω

(w1 − w2)
1

k
Tk(u1 − u2) dx+

∫
Ω

1

k
Tk(u1 − u2)(dµ1 − dµ2) = 0. (3.48)

By I we denote the first term of the left-hand side of (3.48). It is known that(
a(x, u1,∇u1)− a(x, u2,∇u2)

)
∇(u1 − u2)

=
(
a(x, u1,∇u1)− a(x, u2,∇u1)

)
∇(u1 − u2) +

(
a(x, u2,∇u1)− a(x, u2,∇u2)

)
∇(u1 − u2)︸ ︷︷ ︸

≥0

.

Hence
I = Ik +

∫
Ω

(
a(x, u2,∇u1)− a(x, u2,∇u2)

) 1

k
∇(u1 − u2)χ[0<|u1−u2|<k]

dx,

where
Ik =

∫
Ω

(
a(x, u1,∇u1)− a(x, u2,∇u1)

) 1

k
∇(u1 − u2)χ[0<|u1−u2|<k]

dx.

Let us show that Ik → 0 as k → 0. Since u1 is bounded, u2 is also bounded on the set [0 < |u1−u2| < k].
Thus,

|Ik| ≤
1

k

∫
[0<|u1−u2|<k]

∣∣a(x, u1,∇u1)− a(x, u2,∇u1)
∣∣ |∇u1 −∇u2| dx

≤ 1

k

∫
[0<|u1−u2|<k]

C
(
‖u1‖L∞(Ω), ‖∇u1‖L∞(Ω)

)
|u1 − u2| |∇u1 −∇u2| dx (by using (3.44))

≤ C
(
‖u1‖L∞(Ω), ‖∇u1‖L∞(Ω)

) ∫
[0<|u1−u2|<k]

|∇u1 −∇u2| dx −→ 0 as k → 0. (3.49)

Notice that lim
k→0

meas([0 < |u1 − u2| < k]) = 0 and |∇u1 −∇u2| ∈ L1(Ω).
For the second term of the left-hand side of (3.48), we have

lim
k→0

∫
Ω

(w1 − w2)
1

k
Tk(u1 − u2) dx =

∫
Ω

(w1 − w2) sign0(u1 − u2) dx =

∫
Ω

|w1 − w2| dx, (3.50)

and for the third term of the left-hand side of (3.48),

lim
k→0

∫
Ω

1

k
Tk(u1 − u2)(dµ1 − dµ2)

=

∫
Ω

sign0(u1 − u2)(dµ1 − dµ2) =

∫
Ω

|dµ1 − dµ2| =
∫
Ω

|d(µ1 − µ2)|. (3.51)

Finally, letting k tend to 0 in (3.48) and taking into account inequalities (3.49), (3.50) and (3.51), we
obtain
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lim
k→0

∫
Ω

(
a(x, u2,∇u1)− a(x, u2,∇u2)

) 1

k
∇(u1 − u2)χ[0<|u1−u2|<k]

dx

+

∫
Ω

|w1 − w2| dx+

∫
Ω

|d(µ1 − µ2)| = 0. (3.52)

Since all the terms of equality (3.52) are nonnegative, we deduces that∫
Ω

|w1 − w2| dx = 0 and
∫
Ω

|d(µ1 − µ2)| = 0.

Hence
w1 = w2 a.e. in Ω and µ1 = µ2.
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